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PREDGOVOR

Pocastvovan sam pozivom Dekana Elektrotehni¢kog fakulteta u Banjaluci prof. dr
Branka Dokica da budem gost urednik ove sveske Casopisa Electronics, nautnog glasila
Univerziteta u Banjaluci. Elektrotehnicki fakultet u Banjaluci je osnovan uz podriku vige
uglednih profesora Elektrotehni¢kog fakulteta u Beogradu koji od osnivanja Fakulteta stalno
ili povremeno odrZavaju nastavu u Banjaluci iz predmeta redovnih i postdiplomskih studija.
Kvalitetom nastavnog kadra, uce§éem u nauénoistrazivadkim projektima i saradnjom sa
privredom Elektrotehni¢ki fakultet u Banjaluci je stekao visok ugled visokogkolske i nau¢ne
ustanove u Republici Srpskoj 1 Bosni i Hercegovini. Tom ugledu je znacajno doprineo rad
Fakulteta u oteZanim uslovima ratom zahvadene zemlje.

U ovu svesku uvrstio sam radove poznatih autoriteta u oblasti elektronike i njene
primene u srodnim podru&jima. Prvi ¢lanak je skradena verzija plenarnog rada podnetog na
XLII Konferenciji ETRAN-a odrzanoj po&etkom juna u Vrnjackoj Banji. Rad je privukao
paznju velikog broja u¢esnika Konferencije, pa ¢e otuda uskoro u celini biti §tampan kao
broSura u izdanju Drustva za ETRAN. Pet ¢lanaka su proSirene verzije radova po pozivu i
zapazenih radova podnetih na Konferenciji ETRAN-a. Ostali radovi su originalni nauc¢ni
doprinosi koji se prvi put saopstavaju stru¢noj javnosti.

Nadam se da ¢e ovo izdanje Casopisa Electronics doprineti daljem povecanju ugleda
Elektrotehnickog fakulteta u Banjaluci. Zasluga za to pripada pre svega autorima radova,
kojima se iskreno zahvaljujem. Bio bih ponosan ako se moja uloga gosta urednika bude
tumacila kao moj doprinos tom ugledu.

PREFACE

I have been honored by the invitation of the Dean of Electrical Engineering Faculty
in Banjaluka Prof. Dr. Branko Doki¢ to be a guest editor of this issue of Electronics, Journal
of the University of Banjaluka. The Faculty of Electrical Engineering in Banjaluka has been
founded by the support of many distinguished professors from the Faculty of Electrical
Engineering in Belgrade. Since the founding, these professors continuously or occasionally
teach graduate and postgraduate courses in Banjaluka. By the high quality of educational
staff, participation in research programs, and cooperation with industry, the Faculty has
achieved a creditable reputation as the Highest School of Electrical Engineering in Serbian
Republic and Bosnia and Herzegovina. To these reputation significantly contributed the
permanent work of the Faculty in difficult conditions of the war-stricken country.

In this issue, I included the papers by recognized researches in electronics and its
applications in related areas. First article is an abridged version of the plenary paper
presented at the XLII ETRAN Conference held in early June in Vrjacka Banja. The paper
has attracted the attention of many conference participants, and thus, in the near future, the
original version of the paper will be published as a brochure by the Society for ETRAN. Five
articles included in this issue are extended versions of invited or outstanding papers
presented at the ETRAN Conference. Other papers are original scientific contributions that
are first time presented to engineering community.

I hope that this issue of Electronics will contribute to a further growth of reputation
of the Faculty of Electrical Engineering in Banjaluka. First of all, merits belong to the
authors of included papers to whom I am sincerely grateful. I would be proud if my
engagement as the guest editor was understood as my contribution to this reputation.

M.R. Stojic
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PRESENT TRENDS IN CONTROLLED ELECTRICAL DRIVES

Slobodan N. Vukosavié, School of Electrical Engineering, University of Belgrade

Abstract - In the past decade, electric drives with
electronic speed control were advantageously used in
industrial applications, appliances and automotive field.
AC and DC motors in machine tools, industrial robots,
automated presses, elevators, conveyers, rolling mills,
compressors, pumps, fans, electrical vehicles, cranes and
many other applications spend more than 2/3 of all the
electric energy produced in an industrialized country.
Complex tasks of the process and the motor conirol are
performed with the help of high throughput digital
controllers and subminiature signal processors capable of
performing 1 0° operations per second. The frequency of the
pulse width modulation in the drive power converter
section Is increasing steadily due to advancements in the
field of high power semiconductor switches. The increase in
the PWM frequency offers faster response of the current
and torque control loops and improves the overall drive
performance.

Most drive problems are already settled. Mature
technology of electrical drives offers widely accepted
solutions for the power converter topology, basic control
algorithms and most of the drive functions. Therefore, no
significant changes in the drive structure will take place in
the vears to come. 4 widespread use of controlled electrical
drives is primarily limited by the cost of the drive package.
Therefore, a significant research effort is directed towards
motor and drive integration, development of low cost
intelligent power devices and invention of reduced
topologies of the drive power converter. The elimination of
the shaft sensor and the phase current sensors contribute to
the cost decrease, simplified cabling and an increased
reliability of the drive. Sensorless drives call for the
development of robust, nonlinear state observers and
parameter estimators capable of acquiring the information
on the drive states that are not directly measured. The
indirect state and parameter evaluation based on the
secondary phenomena such as the slot harmonics, leakage
inductance modulation, and the spatially distributed
saturation call for a highly evolved signal processing and
the spectrum estimation techniques. The problems of
sensorless drive realization attract attention of significant
R/D forces all over the world.

High performance servo drives are exposed (o an
ever increasing demand for higher response speed and
precision. The evolution of production technology and
development of new tool materials require the servo loop
bandwidths of well above 200 Hz. Improvements in the
drive dynamic response must go with highly evolved
decision making functions built into the drive software
package. To shorten the installation, replacement and to
speed up the production process change, the drive should
be equipped with adaptation features, self commissioning
procedures and the decision making routines” capable of

(8]

replacing or eliminating the intervention of human
operator.

This article outlines the status of technology for
the drive power converters, motors, sensors, and control
algorithms and gives a brief overview of the trends and
perspectives in the field of digitally conirolled electric
drives. Pointed out are the cutting edge applications that
incite further improvements of the drive performances and
the advances in the motor and semiconductor technology
that make such developments possible.

1. INTRODUCTION

From the beginning of this century, electric drives
have been replacing fluid power actuators and IC machines
in both high performance and general purpose applications,
the growth of electric drives application being determined
by the current level of technology. High reliability, long
lifetime, relatively low maintenance and short startup times
of electric drives are in consort with their ecological
compatibility: low emission of pollutants. The quality of
electric drives is extended by a high efficiency, low no-load
losses, high overload capability, fast dynamic response, the
possibility of recuperation, and immediate readiness for the
full-featured operation after the drive startup. Electric drives
are available in a wide range of rated speeds, torques and
power, they allow for a continuous speed regulation,
reversal capability, and they easily adapt to different
environment conditions such as the explosive atmosphere or
clean room requirements. Unlike the IC engines, electric
motors provide for a ripple-free, continuous torque and
secure a smooth drive operation. At present, electric drives
absorb 60-70% of all the electric energy produced in an
industrial country [1,2].

During the past two decades, the evolution of
powerful digital microcontrollers allowed for a full-digital
control of the electromechanical conversion processes
taking place in an electrical drives. The process automation
made significant progress in the fifties, thanks to the
introduction of numerical control (NC). Although not
flexible and fully programmable, NC systems replaced
relays and mechanical timers common on the factory floor
in the first half of the century. As the first reliable and
commercially available microcontrollers were made in the
sixties, they were advantageously used for the purpose of a
flexible control of electric drives in production machines.
As from then, the hydraulic and pneumatic actuators
gradually disappear and give space to DC and AC electric
motors. :

Although more robust and easier to produce than
the DC motors, the AC electric motors were mostly used in
constant speed applications and supplied from the mains [3]
until the technological breakthroughs in the early seventies.
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It took the development of transistorized three phase
inverters with digital PWM to provide for a variable
trequency supply of induction motors. The invention of
IGBT transistors and high speed digital controllers made
the variable speed AC drives reliable and acceptable for the
drive market. Dunfoss in 1968. produced the legendary
VLT 5 frequency converter weighing 54kg, suitable for the
speed regulation of 4kW induction motors (recent versions
of the same converter weigh 3.5 kg [4]). Among the first
applications of variable speed frequency controlled AC
drives were pumps, fans and compressors, where the speed
regulation feature eliminated mechanical damping of the
fluid flow and reduced the associated power losses and
turbulence. For their increased reliability, low maintenance,
and better characteristics, the frequency controlled
induction motors gradually replaced DC drives in many of
their traditional fields of application. At this level, the reign
of DC drives reduced to high speed servo applications.

In early eighties, the frequency controlled AC
drives are widely accepted, but their prices still level those
of DC drives. The cost of an AC drive package has a 30%
motor + 70% power converter structure, while in the case of
a DC drive the motor is worth 70% of the package cost
[12]. The prices of power- and signal- semiconductors will
presumably decline, while the cost of electric motors will
remain tied to the copper and iron prices. For that reason,
the AC drives have the perspective of decreasing the
package cost, evermore cheaper than their DC counterparts.
Further technological improvements are likely to make the
frequency controlled AC drives the cheapest actuators ever.
At present, In an industrialized country the AC drives
substitute DC motors at a pace of 15% per year [1]. More
than 20% of the drives are frequency controlled, while the
remaining 80% operate at a constant speed.

The AC drives were used in high performance
applications only after the development of the field oriented
control concept. Following the introduction of space vectors
[6], direct (DFOC) and indirect (IFOC) field orientation
control structures were devised, also known as the vector
control [7.8]. Although invented in sixties, the vector
control concept was put in use only some twenty years latter

[11].
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Fig.1 Basic functions of the feedback signal acquisition
and the control of the power conversion process in a
typical induction motor electric drive.

Numerically intensive, vector control structures
required high-throughput 16/32-b digital controllers and
signal processors [13]. Aside from high performance drives,

general purpose and application specific digital drive
controllers are found nowadays even in commodity
products. In most of high volume applications of digitally
controlled electric motors, microcontroller executes both
the drive control functions [15,16] and the application
specific functions such as the handling of the washing,
rinsing and drying in the case of modern dishwashers and
washing machines. Compact digital controllers emulate the
functions traditionally implemented in the analog form and
allow also the execution of nonlinear and complex
functions that could not have been completed by analog
circuitry (ANN, nonlinear estimators, spectrum estimation
and others).

The vector control concept empowered the AC
machines to conquer the high performance drives market.
Although effective, both the IFOC and the DFOC structures
rely on motor parameters and exhibit considerable
sensitivity to parameter fluctuation [17,18]. Therefore, both
the DFOC and IFOC controllers must be equipped with
proper means for the parameter identification [24] at the
installation phase (self-commissioning) [19] and during the
drive regular operation [20] (on-line tuning). Besides the
adaptation routines, most applications require high
performance digital current control [21] and on-line power
loss minimization routines. Numerically intensive, such

-algorithms require the use of fast transputer networks [9,22]

and digital signal processors within the drive control
section. Powerful and flexible, the DSP based drive
controllers [22] create the potential for significant
performance increase through the application of advanced
control concepts {23,25]. Highly evolved observers of the
drive states allow reduction of the number of sensors. The
drives with minimum number of sensors and the shaft
sensorless drives are more robust and reliable than their
sensored counterparts. The lack of sensors and associated
cables makes the drive cheaper and the installation simpler
and faster. In the development phase are the advanced
parallel control structures such as the direct and incremental
torque control (DTC, IncTC) that make the use of a large
numerical throughput to implement a non-cascade control
concept thereupon augmenting the response speed and
overall drive dynamic performance.

2. ECONOMIC IMPORTANCE OF DIGITALLY
CONTROLLED ELECTRIC DRIVES

The number of general purpose drives installed
each year considerably exceeds the number of new high
performance servo drives. According to Frost & Sullivan
Market Intelligence data for 1997, 52.7% of new drive
installations in U.K. used Tesla’s induction motor, some
33.7% were the DC drives, while the remaining 13.9%
corresponds to fluid power and other non-electric actuators.
According to the same source, the AC drive growth in 1998.
is predicted to be 3.9%. Market analysis performed 1994. in
North America show that more than 90% of the motor units
are in the fractional horsepower range (P < 1 HP). Most of
the FHP motors produced in the U.S. are the universal or
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single phase motors; Tesla’s induction motor is less diffused
than in Europe. Each year, some 550 x 10° general purpose
FHP motors are produced in U.S. with the total value of
$6.1 x 10°.  The number of high performance drives
produced each year is much lower, but their value in the
U.S. $ reach $1.06 x 107 per year.

In Europe, the three phase supply is much more
accessible than in the U.S., which rouses frequent use of
Tesla’s induction motor. AC motors above 75kW account
for 29% of European annual production, the motors rated
7.5 — 75kW correspond to 31% and the induction motors
below 7.5kW are worth the remaining 40%. The AC drives
expansion to home appliance field is sluggish due to
extraordinary low prices required by the market. The
production cost of electronic speed controlled AC drives
ranging 0.5 - 1 kW must drop below $20 threshold for the
final products be competitive to their open- loop
counterparts. With the present growth rate, this might
happen in 2001.-2002.

The growth of high performance drives depends on
the investments in new production sites. R/D efforts and
production of servo drives take place in highly
industrialised countries: Japan and Germany make each
25% of the world production of industrial robots and
machine tools, while China produces more than 20%. Frost
& Sullivan report on annual high performance drives growth
of 5% in Europe, while Motion Tech Trends study prechcts
the servo drives sales in the U.S. to grow up to § 4.5 X 10°
in the year 2000. More than 52% of high performance
drives employ Tesla’s induction motors, the step motors are
used in 4.2% of the cases, the DC servo motors cover 22%
of the market, while the permanent magnet synchronous
motors account for some 20% of the market. Relatively high
cost and low volume of high performance drives make their
development relatively slow with respect to general purpose
drive. Lengthy and expensive R/D efforts restrain the servo
drives design and production to few highly deve}oped
industrialised countries.

3. CLASSIFICATION OF CONTROLLED
ELECTRIC DRIVES

Digitally controlled electric drives may be ranked
according to the application, characteristics, voltage and
power range, and the power converter topology. Five basic
categories may be distinguished: i) High performance servo
drives; ii) General purpose drives; iii) Electronic speed
controlled drives in homes, offices and automotive
applications; iv) Medium voltage high power drives; and v)
Electric propulsion applications.

The article discusses the problems and future
trends in each group of electric drives. Particular attention
is paid to the motion control algorithms and to the
developments in the power conversion control. Specific
influence of an ever increased number crunching capability
of modern digital controllers on the drive controller
structures is probed deeply. Performance enhancements of
semiconductor power switches are outlined and = their

influence on the drive converter topology and
characteristics is briefly analyzed. Finally, the needs and the
possibilities are outlined for a digitally controlled drive to
assume versatile adaptation and self -commissioning
features [33,34], reducing in such a way the need for the
operators intervention in both the installation and regular
operation phases.

4. GENERAL PURPOSE ELECTRIC DRIVES

General purpose drives are mostly used in pump,
fan and compressor applications (PFC) in industry and the
heating, ventilation, and air conditioning (HVAC) systems
in home and office buildings, and other non-servo industrial
and domestic applications. The workhorse of these
applications is Tesla’s induction motor accompanied by the
IGBT three phase inverter. Fast response of the speed loop
is generally not required. Majority of applications require
only a relatively slow speed adjustments to the process
needs, and the motors are usually installed without the shaft
sensor. Response of the speed loop can be sluggish, yet the
drive is expected to provide the speed regulation in a wide
range. The drive controller task is providing the stable
operation at very low speeds, characterized by the supply
frequencies below 1 Hz. At he same time, it is essential to
support the field weakening operation up to the speeds
exceeding the rated one by 2-3 times. Preferred drive
characteristics are high efficiency, environmental
friendliness, high starting torque, low maintenance, large
mean time between failures (MTBF), simplicity of the
installation, commissioning and a low cost of the drive
package. Speed sensorless operation is essential for many
reasons. The shaft sensor usage increases the system cost,
decreases reliability and makes the cabling more complex.
Moreover, sensored drives must use non-standard motors,
since all the general purpose, series produced induction
motors include no shaft sensors nor the means for the sensor
installation. A variety of different schemes for speed
sensorless operation of Tesla’s induction motor have been
proposed in the past decade. Most of them ensure a very
good dynamic performance in a fairly large speed range.

O =0
TG
Q)

SPEED CONTROLLED
INDUCTION MOTOR
DRIVE IN AN ELEVATOR

Fig.2 Speed controlled induction motor drive used in a
passenger elevator
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However, at low stator frequencies, performances
notably deteriorate. The motor flux linkages cannot be
directly measured. Instead, the states of interest are derived
from the motor terminal quantities by means of motor fitted
nonlinear state observers and estimators. The information
on the motor flux is contained in the stator voltages as the
back electromotive force. As the supply frequency drops
down towards zero, the stator resistance voltage drop
prevails in the terminal voltages making the flux derivation
more difficult. The stator flux estimation is particularly
sensitive to an inaccurate stator resistance value in the
estimation model. This inaccuracy causes estimation errors
both in the amplitude and the estimated angle of the stator
flux vector. The flux error and variations of other machine
parameters continue to impair the accuracy of the estimated
mechanical rotor speed, particularly under load. The crucial
parameter for the speed estimation is the rotor resistance,
while a detuned value of the leakage inductance affects the
flux and speed observers and estimators only to a limited
extent. Lacking a conventional speed estimator with
adequate performances, the shaft speed of Tesla’s induction
motor may be derived relying on secondary effects and the
motor imperfections such as the spatial distributed
saturation and the slot induced harmonics in the motor
terminal quantities. The speed extraction based on the
evaluation of rotor slot harmonics does permit very precise
estimation in the steady state, but lacks the possibility of
tracking fast changes in the rotor speed. Hence, the
sensorless drive with the slot harmonics feedback is bound
to have a poor dynamic performance. This is due-to the very
low number of rotor slots normally encountered in induction
machines, which imposes severe bandwidth restrictions on
the obtained speed signal. An accurate speed signal is
extracted, which serves for model parameter tuning. This
method requires considerable computing power, which
inhibits implementation in standard microcontroller
hardware. For this reason, most authors propose the
additional, slot harmonic derived information be used for
the parameter adaptation purposes. Provided correct values
of the motor parameters, DFOC controller will secure the
flux, torque and the speed control in all the general purpose
drives operating modes.

5. LOW COST DRIVES IN HOUSEHOLD AND
AUTOMOTIVE APPLIANCES

Many commodity products demand the motion
control functionality. Some of them are the vacuum
cleaners, washing machines and dish washers. Similar
characteristics and the power range have the auxiliary drives
in the automotive field. The servo steering, motorized
windows, automated seat adjustment and active suspension
systems require low cost, robust and reliable electric drives.
Having the cost reduction as the primary goal, significant
research resources are assigned to development of simple
converter topologies [26,29], new types of electric motors
[27] and algorithms for the sensorless speed control [28].

Among other requirements, electric drives In
household and office appliances are expected to be

environmentally friendly; low thermal, acoustic and
electromagnetic emissions are forced by government
regulations and international standards. The level of the
electromagnetic interference strongly depends on the power
section layout and might be improved by the introduction of
newly developed power switches with spatially distributed
lifetime control (CAL). At the same time, the cost reduction
of the power switches would give a strong incentive to a
more frequent use of electronic controlled drives in the
appliance field.

Power semiconductors are used within the drive
converter for accurate control of the energy flow between
the power source (i.e. the mains) and the motor. They have
extremely short response times and low dissipation. The
dramatic developments in IC technology, particularly
during the last ten years, have made possible the design of
modern, self-protected components, with simple, lowloss
drive characteristics, wide dynamic control range, switching
power levels up to the megawatt range, and a direct inter-
face to microelectronic systems.

6. TRACTION DRIVES

Electric propulsion of autonomous, battery supplied electric
vehicles (EV) such as the electric cars and buses require
efficient, robust and light weight drives with fast and
accurate traction effort response. The EV drive controller
habitually encompasses the means for suppression of
resonance modes in the transmission and the vehicle
mechanical parts [29]. Simple construction of Tesla’s
induction motor with the squirrel cage rotor makes it an
ideal candidate for advanced fraction motor designs such as
the linear motor (LIM) and the tubular axle induction motor
(TAIM).

7. LARGE POWER, MEDIUM VOLTAGE DRIVES

Large power AC drives are found in rolling mills, petroleum
industry, water supply and many other applications where
the rated power exceeds 300 kW and the nominal stator
voltage falling into the medium voltage range (2300, 4160
or 6600 V) [30-32]. The main problem in this class of
electric drives is the design of controlled  three phase
variable frequency source in the megawatt range. Until
recently, the variable frequency, medium voltage drives
were not available due to the absence of high voltage
semiconductor power switches. The need for the economic
use of energy, miniaturization of electrical systems, and
reactive power compensation have been the motives for the
revolutionary development of high voltage, high current
power semiconductors. For their high power rating, Gate
turn off thyristors (GTO) are considered the main switching
device for the construction of multi-level high power three
phase inverters. The power losses occurring in the GTO at
turnoff limit the GTO's normal operating voltage to the
range from 30 to 40% of the breakdown voltage, thus
limiting the dec-link voltage of a conventional GTO inverter
to 1500-2500 V.
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Fig.3 The three phase power converter for a 500 kW AC motor drive.

High-power inverters with dec-link voltage up to
4000 V and existing GTO's cannot be made with
conventional six-switch topology. Several converter
configurations for the realization of a large capacity inverter
with more than 4000 V de-link voltage are possible. One of
them is the six-switch configuration with each of the
switching elements being made out of several series
connected GTO’s. However, the direct series connection
method of GTO's has the problem of blocking voltage
unbalance during turn-off transient, due to the different
turn-off characteristics of each device. Whenever additional
equipment is used to overcome this problem, the overall
system becomes more complex and expensive. Besides the
circuit complexity, a limited switching frequency of GTO's
causes large harmonic components of the output voltage and
current. Split DC-link voltage three-level converter
topologies configurations are being developed for the large
capacity inverters, capable of solving the above mentioned
problems. Appreciable research effort is devoted to
switching rules for a multilevel inverter capable of reducing
the commutation stress while maintaining at the same time
an acceptable ripple amplitude and the spectral content of
the output current.

8. BASIC CHARACTERISTICS OF HIGH
PERFORMANCE DRIVES

High performance servo drives are used in production
machines, machine tools, industrial robots, automated
presses, and many other applications where the speed and
position control loops are indispensable. Most frequently
used are the AC induction and the permanent magnet
synchronous motor drives [5],[14] with the rated power
ranging from 50 W to 200 kW. Required bandwidth of the
torque, speed and the position loops is roughly 1kHz,

200Hz and 60Hz respectively. Every year, the number of
high performance DC drives increases by 3% while the
annual growth of AC servo drives exceeds 12%.

9. THE PROBLEMS AND DEVELOPMENT TRENDS
OF MOTION CONTROL ALGORITHMS

The structure of a typical motion control system
includes two basic types of control functions:

i) ‘External loop’ dedicated to the mechanical subsystem
where the speed control, position tracking and multiple axis
synchronization functions are executed. The servo motor is
considered the torque actuator with a response time much
faster than the mechanical subsystem dynamics;

ii) ‘Internal loop’ handling the motor flux and torque
control, with the drive power converter used as an actuator
and the motor electric subsystem as the plant to be
controlled. Control objective is making the electromagnetic
torque and the flux linkage track the reference values
imposed by the master (external) loop.

The internal loop is motor dependent and changes
as a different type of servo actuator is used. The vector
controller is the most frequently encountered controller for
AC servo drives with the parameter sensitivity being the
main unresolved problem. On the other hand, the external
loop copes with moving the production machine tools and
parts in the work space with ever higher speed and
precision. The main probleims of the external part of the
motion controller are the transmission imperfections, the
torque ripple, compliance and mechanical resonance
problems, as well as rapid changes in the motion profiles
and the mechanical parameters of the system.

Variable structure systems ensure sufficient
robustness and guarantee the reference trajectory be reached
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whatever the i,nitial conditions. FHowever, sustained
oscillations and a permanent driving force chatter exist even
in the steady state, producing a periodic space error and
making the VSS inadequate for most motion control
applications. Nonlinear nature of fuzzy control structures
sustains some of the VSS controller robustness and
suppresses the chattering problem. Based on Zadeh-s set
theory [38], fuzzy controllers are inherently suboptimal.
Even though, in some applications [37] they can permit
significant improvements in the servo loop response time.

Aiming at an increase in both the operation quality and
the production volume, recent production machines require
the servo loop bandwidths surpassing 200Hz. Major
impetus to the servo performance increase is the torque
ripple of the servo motor, the imperfection of position
sensor, transmission dynamics, nonlinear friction and
unpredictable cutting resistance. All of deficiencies
mentioned above are deterministic and cyclical in nature,
some of them having the spatial period relative to one motor
turn, and the others repeating the same way within each
operating cycle. In essence, the said disturbances may be
predicted and compensated for, eliminating in such a way
the associated space tracking error. Many of disturbance
components (such as the torque ripple [43]) are nonlinear
functions with multiple arguments, such arguments being
the states of both the electrical and mechanical subsystem.
In most cases, disturbance prediction functions depend on
the operating point, temperature and change in time due to
the ware and other factors. Consequently, disturbance
predictor must be a very complex function with some self
learning features built into the structure. Good results are
achieved by the application of artificial neural networks
(ANN) [39,40,41] equipped with an on-line re-training
mechanism. Unpredictable in itself, an ANN is hardly used
for the operation critical tasks. Rather than that, production
machines employ the ANN for advancéd secondary
functions such as the monitoring, diagnosis, recognition of
specific defects, slow adaptation and similar. In recent times
[42], some authors have proposed the neuro-fuzzy match for
the position tracking tasks, expecting the ANN-fuzzy
marriage to bring both the fuzzy robustness and the ANN
advanced self learning and adaptation features into the
servo loop.

10. ELECTRIC SERVO DRIVES IN AUTOMATED
PRODUCTION MACHINES

Position and speed controlled servomechanisms exhibit
a significant growth in the past years. From 1994. to 1997,
the value of servo actuators produced in Germany increased
from 203 x 10 DM to 264 x 10° DM. This growth is
followed by the introduction of new production
technologies such as the pressurized injection molding
water beam and laser cutting machines.

Development of new tool materials allows for an
increased cutting speeds. In turn, the spindle drives are
required to reach the rotation speed above 50.000 rpm with
the rated power of 10 - 20 kW. The tool servo axis and the
manipulator drives are expected to track desired trajectory

with the top speed well above 100 m/min and the precision
better than 0.2 — 1 pm. Particular cases, such as the hard
disk drive production lines, require tracking error inferior to
10 nm and use piezoelectric actuators.

spindle drive

vertical positioning

knife activation

feed drive

Fig.4 A typical feed drive application.

The main problem of tracking the exact tool
position is the variable cutting resistance of the material. To
suppress the space errors, position control stiffness of 100-
1000 N/m is required in most of the cases. In some
applications, such as the automated tool production and the
diamond cutting, necessary stiffness might reach 10000
N/m, which cannot possibly be achieved by hydraulic and
pneumatic  actuators and the employment of high
performance AC servo drives is required.

Many production processes require mixed force-
position control in some phases of the production cycle.
Industrial manipulators that clutch and move the objects
must include a superimposed force control loop, in
particular when grabbing and holding fragile objects like
crystal glasses [35].

Secondary force control loop is needed for the
purpose of stabilisation of human-like robots, which
generally involves the installation of additional force and
position sensors as well as the use of acceleration observers.
Performance improvement of existing linear and rotary
sensors and design of novel solutions attract the attention of
many research engineers in the motion control field. The
sales of position sensors alone have reached $1.7 x 10° in
the U.S. Standard solutions include potentiometers, LVDT
(linear displacement to analog out), resolvers, tachometers
and optical encoders.

New-sprang position sensing techniques include
interferometer-based devices with the He-Ne laser.
According to recent reports, the laser sensors reach the
resolution of 5 nm with 500 nm repeatability. Relatively
expensive, the laser position sensors are used mostly in high
productivity laser cutting machines where the sensor cost is
not a hurdle. Among conventional sensors, the optical
encoders are the most precise but still affordable solution.
Disadvantage of absolute and incremental encoders is the
temperature  sensitivity of their photo  sensitive
semiconductor devices. In production machines, the
operating temperature frequently exceeds the 125°C limit,
thus precluding the usage of optical encoders. Position
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measurement in dusty and oil contaminated environment is
frequently performed by industrial cameras with dedicated
frame grabbers and associated image processing routines.
Along with fast and precise position tracking,
servo drives are expected to support the high speed digital
communication protocols on the factory floor level. The
CNC, sensors and servoamplifiers need the information
exchange in both the installation and running phases. Fast
serial link between the communication nodes allows for an
easy, noise free interchange of the reference and the
feedback values, inspection and change of control
parameters, and flexible monitoring and diagnostic features.

11. LINEAR ELECTRIC SERVO MOTORS

Most of the operations of an automated production
machine involve linear translation of machine parts, work
pieces and tools. On the other hand, common electric
motors are rotary electromechanical converters producing
the torque at the output shaft. Transmission mechanisms
such as the rack and pinion, ball screw and gear systems
convert the rotary into linear motion. Dry friction, backlash,
elastic coupling and the torsional resonance intrinsic to all
the rotary — to — linear transducers severely limit the servo
loop bandwidth.

Relatively large rotational masses constrain the
peak acceleration of the system. On the other hand, large
equivalent inertia filters out the torque ripple and the
quantization excited +/- 1 LSB torque chatter, alleviating in
such a way the tracking error. Imperfection of the
transmission mechanism may be eliminated by the
application of direct drive concept with linear electric
motors. As the tolls are coupled directly to the motor
moving parts, the problems of mechanical resonance exist
no more. The absence of rotational masses results in a much
larger peak acceleration of the overall system, while the
ratio between the peak driving force and the friction
increases several time when compared to a servo axis with a
rotational actuator.

Contemporary linear motors exhibit the top speed
of 3-5 m/s and offer the positioning accuracy down to | pun.
Exceptionally low inertia stresses the torque ripple and the

toothed
wheels

s

chatter related problems. Due to the motor imperfection
and the finite resolution of the sensors, the driving force
exhibits (the same way as the driving torque of a rotational
servo motor) high frequency oscillations — the chatter — with
an amplitude of 1-3 LSB. The smaller the inertia, the larger
the speed and position fluctuations caused by the jitter in
the driving force. Dissipativity based [36] approaches to the
servo loop synthesis permit significant reduction of the
chattering problems, but do not solve completely the
torque/force ripple problems. For this reason, the force
ripple minimization is one of the main design requirements
for linear electric servo actuators.

Modern linear motors are mostly asynchronous or
synchronous permanent magnet motors. They have
magnetic, hydrostatic or the air bearings [44].

3 — ,//
Fig.5 Position controlled drives in automated
production processes: a) Industrial robot for cutling,
welding and paining b) CNC, ¢) Machining and metal
Jforming centre d) Gate entry.
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Fig.6 Application of high performance drives in paper and textile indusiry.
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The stiffness coefficient of linear motors
(200 N/m) is much better than the stiffness of the fluid
power actuators (50 N/m). It is possible to move the weights
above 50 kg and attain the driving forces up to 2000 N.
Low equivalent inertia of motion control systems employing
linear motors results in a speed loop bandwidth of 130-200
Hz and the peak acceleration well above 100 m/s”.

/
12. THE STRUCTURE OF MODERN DIGITAL
DRIVE CONTROLLERS

Digital motion controllers mostly use compact
microcontrollers as the brain of the drive control hardware.
Recently, digital signal processors have been introduced to
the area of industrial control adding a new dimension to this
field of application. Based on the Harvard architecture,
DSP’s are characterised by a high speed execution
permitting the implementation of sophisticated control
algorithms. The processor can also perform other tasks such
as the real time generation of complex velocity profiles and
position trajectories for multi-axis systems. The resulting
design of the control hardware is simple, more flexible and
more reliable. Digital implementation results in discrete
time nature of compensators and involves a finite precision
arithmetic. When using 8-bit and 16-bit microcontrollers,
the state variables and relevant parameters are often
represented as 16-b or 32-b numbers:

Software  development for high precision
arithmetic is neither short nor convenient, while the
execution time of such programs is usually long. Due to a
finite  word length quantization error, the actual
compensator differs from the designed one. In some
recursive algorithms, even the lack of numerical stability
may occur. Without a floating-point core, a designer is
compelled to choose a controller structure that is least
sensitive to the quantization errors and inaccurate
coefficient storage. As an example, a higher order filter can
be implemented as parallel or cascade combination of first
and second order blocks, reducing in such a way the

i
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response sensitivity to coefficient variations and the finite
wordlength problems. Hence, even high order digital filters
may be implemented on 8-b and 16-b microcontrollers,
though with a limited sampling time and a large software
overhead necessary to achieve required precision and
numerical stability. Numeric throughput of existing general
purpose 16-b microcontrollers (Table 1) is not sufficient for
most high performance AC drives and many sensorless,
general purpose drives. The vector control alone requires
several transformations of the voltage and current vectors
from . the d-q synchronous to «—f stationary frame.
Parameter estimation and the state observers parallel to the
flux, speed and position control may require more than 107
operations per second, exceeding several times the
capability of a conventional CPU [11].

Reduced execution time owed to the hardware
implemented multiply-accumulate operations along with
long 16/32-b words and the instruction set suitable for
digital signal processing make the DSP based (see Table I)
microcontrollers the prime candidates for the execution of
the drive control tasks. Presently, several compact DSP -
based microcontrollers exist, fitted with on-board peripheral
modules needed for the drive signal acquisition and control.
Many of them [21] allow for a numerical throughput of 20-
40 x 10° operations per second. Although very high, even
such levels of the number crunching capability are
insufficient for the implementation of recent nonlinear state
estimators based on the parametric spectrum estimation
techniques. The requirements of time critical, numerically
intensive drive control functions might be fulfilled by the
use of the latest parallel architecture signal processors [22],
capable of executing more than 10° instructions per second.
Though, the price and the noise sensitivity of the said DSP
chips prevents their use within the drive control hardware.
Instead, in numerous high performance drive designs the
fastest control functions are executed in digital hardware
based on flexible, high gate density with FPGA chips (Fig.
8).

Fig.7 Linear induction motor: The driving force is generated through electromagnetic interaction between the current
carrying conductors in the moving part and the currents induced in the conductive base.
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13. CONCLUSION

Digitally controlled electric drives have reached
" mature phase in their development. The increased use of
microelectronics in power control circuits enables the
implementation of complex control concepts, allowing the
production of environmentally acceptable, self optimized
motor drives with applications ranging from precision
machine tools to traction drives with Tesla’s induction
motor in high-speed passenger trains. Many elements and
modules of the drive system are already consolidated;
widely accepted solutions exist for the power converter
topology, motor types and basic control structures. These
well tested solutions are unlikely to undergo significant
changes in the years to come.

The research and development efforts are directed
towards the remaining drive problems, where substantial
contributions are expected in the future. Some of these
problems are:

i) Present drives radiate relatively high levels of
electromagnetic, acoustic and thermal pollution;

ii) The drives use a large number of sensors, the
wiring and cabling is fairly complex and the cost of the
drive package is still excessive for most applications;

i) Elaborate installation and commissioning make
the human operator inevitable in the startup, repair,
replacement and run-time situations.

The international EMI regulations and problems
with electromagnetic compatibility will incite the changes in
the front end converter topology. At present, the front end
converter in most of the drives is a six-pulse diode rectifier
absorbing a distorted, nonsinusoidal currents from the

mains.

In the future, full bridge synchronous rectifiers and
other PFC topologies will be used at the drive front end.
Novel front end topologies are expected to draw the
sinusoidal currents from the mains, enable the regenerative
braking of the drive and provide for the reduction of the
DC-link filtering components.

Integration of the drive power converter into the
motor frame allows for a significant cost reduction and
more simple installation and wiring. With an integrated
motor-converter package, the motor cable exists no more.
The cable capacitance, electromagnetic radiation and the
reflections of the dV/dr wave are cleared away, reducing
greatly the problems of the EMI and an early breakdown of
the motor insulation. To make the integration concept
applicable in the field, it is indispensable to solve complex
thermal management problems of the integrated drive
package. At the same time, the semiconductor technology is
to provide for the power and signal processing devices that
can operate safely at motor case temperatures.
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Fig.8 Evolution of digital drive controllers from analog to
fully digital implementations.

The drive capacity to accommodate to the process
and parameter changes without the intervention of the
operator become ever more significant. In addition to slow
adaptation features, most demanding applications of servo
drives must possess the robustness with respect to abrupt
changes in the system parameters and operating conditions.
Performance criteria such as the cycle time, position
tracking error, the servo loop bandwidth or some other
synthetic performance function must be maintained even
with the motor and process parameters changing in an
arbitrary way within prescribed boundaries. Novel motion
control solutions that might emerge in the years to come
will have a direct influence on the work quality and the
productivity of automated production machines. Local
intelligence built into the drive might simplify and speed up
the installation and commissioning. Providing the drive with
self-adjustment and decision making routines, the
interventions of human operator might be cut down to a
minimum. In this way, electrical drives on the factory floor
will start replacing the workers brains and not only the
muscle.

Although with a mature technology and the basic
problems already solved, controlled electrical drives are
still in the intense development phase. Numerous control
problems and the problems of energy conversion yet need to
be solved. The said problems will attract the attention of
many young engineers world-wide at Universities, research
laboratories and companies involved in controlled electrical
drives development and production.
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TABLE I: Typical operations encountered in a control routine: DSP versus nuC

Operation: Digital controller: TMS320C25 80C196MC-20
Multiply and accumulate 0.5 us 4 us
Speed derivation from the encoder pulse width 777 us (%) 382 us
Speed derivation from the encoder pulse count 2356 us (*) 25 us
(3 x 3) matrix multiplication 14,7 us 2259 us
PID with D-action low pass filtering 0.9 us 13.5 us
Band-stop filter — Notch filter 2.3 us 87 us
(*) TMS320C25 has no peripherals needed for the pulse width and pulse count measurement.
Instead, it is assumed that the DSP emulates the said functions in software.
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THE BASIC MOVING AVERAGE ALGORITHM OF PRESET COUNT DIGITAL
RATE METERS

Aleksandar Koturovié, Vojislav Arandjelovi¢, Radomir Vukanovié

Institute of nuclear sciences - Vin¢a, Beograd

Abstract - The dynamic parameters: response time
and steady-state fluctuations of a specific preset
count digital rate meter algorithm have been
defermined. It is shown that the response time of
this algorithm is always shorter than that of the
classical weighted mioving average preset count
algorithm. The steady-state fluctuations of succes-
sive results of this algorithm are considerably lower
than those of the classical weighted moving average
algorithm. This makes this algorithmn particularly
applicable in practice.

I INTRODUCTION

The investigations of the preset count
algorithms of digital rate meters carried out so far
[1.....4] have considered classical algorithms based
on & .(k=1.2....) “pulse packages” (N,7), each pa-
ckage containing N pulses counted during mea-
surement time 7, Formation of a package required
that the preset count was reached. The parameters
defining dynamic behaviour of this class of algo-
rithms: response time, steady-state fluctuations, and
the associated relations identifying mutual relations
between different algorithms have been determined.

The present article deals with an algorithm
from the class of moving average preset count algo-
rithms identified as the basic algorithm in this class
since all algorithms considered so far could be de-
rived as special cases of this one. This algorithm
has been mentioned earlier [5] only as a possible
rate meter algorithm since the implementation of
this possibility by the technology available at that
time was far too complicated. The present day tech-
nology, however, offers software/hardware functio-
nal solutions and this algorithm has become inte-
resting for implementation.

For the purpose of assessing the dynamic
properties of the algorithm the parameters defining
its dynamic behaviour will be determined. Further-
more, the dynamic properties of this algorithm will
be compared with those of the classical preset count

weighted moving average algorithm [3].

II' THE DEFINITION OF THE ALGORITHM

Let Nbe a selected preset count for determining
the mean count rate on the basis of the lengths of time
intervals, 7,, required for attaining the preset count. The
peculiarity of the algorithm is the manner of specifying
the measurement interval within which the preset count,
N, is attained. Namely, after the first N pulses defining
the first measurement interval, each subsequent pulse
determines new measurement interval by rejecting the
subinterval associated with the first pulse of the “pulse
package” and by adding the subinterval associated with
the new pulse. This manner of specifying measurement
intervals is illustrated by Fig.1.

Figure 1. The schematic presentation of the manner of
specifying measurement intervals

The n-th measurement interval, ending with the n-th
pulse, will be

"
Iy = Z(ST-(M):

i=]

(D

where the subinterval 57 is the time between two
adjacent pulses.

The mean count rate after n measurement
intervals is
N 2
R, = T (2a)
n

where 7, is specified by Eq.(1). The mathematical
definition of the algorithm is thus
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The present considerations will be restricted to the
canonical form of the algorithm (4=1), i.e. without
averaging the last & measurement results (£2,3,...),
the method commonly used in classical moving

R

n

(2b)

average algorithms [1,...,4]. “This restriction -has:

been introduced since the averaging process may
introduce a weighting function whose influence can
be the subject of separate investigations.

It is intuitively clear that this algorithm
offers potentially faster response time compared to
that of the corresponding classical algorithm since
the whole transient will have to end within N
pulses, whereas any classical algorithm involves
transient times of at least several measurement
intervals each containing N pulses. It may also be
presumed that the fluctuations of two subsequent
results will be less pronounced with this algorithm
compared to those of any classical algorithm. This
presumption is based on the fact that the difference
between two successive measuring intervals is the
difference between the contributions to the
measurement interval of the rejected and the new

subintervals, 07, - 0T v..

III THE RESPONSE TIME ANALYSIS

Let a steady-state mean count rate suddenly
changes from an initial count rate R, to a new
steady-state count rate Rs . Figure 2. shows
schematically the reaction of the algorithm to this
change and introduces the variables

Rn A

S S ——— e—— S ——— — e

Figure 2. The schematic presentation of the
transient of the algorithm for N=5

used in this analysis. It has been assumed that R¢>
R. and that the sudden change of the mean count
rate is coincident with the start of the first

subinterval of the new steady-state mean count rate, Rs.
This second assumption does introduce a small error in
these calculations, but for sufficiently large N the
contribution of a single subinterval to the overall result
is very small. On the other hand this assumption makes
the following analysis considerably simpler. The
parameter b (b<1) involved in illustrating the transient
time of the algorithm in Fig.2 determines the portion of
the total count rate change taken for definition of the
response time. In the present calculations the value &=1-
1/e=0.63212 (e - the base of natural logarithms),
common in health physics instrumentation, has been
used.

Fig. 2 shows that the response time is reached
after n, input pulses, counting from the moment of the
change of the mean count rate, i.e. when count rate
Ry+K(Rs-R,) is reached. The figure shows the ideal case
when the above criterion is exactly satisfied by the n,-th
pulse.

In the course of determination of the response
time the following approximation is used

1
Ry’

i.e. it has been assumed that N is sufficiently large that
the total length of &V subintervals can be approximated

by N mean subintervals 67s=1/Rs or O6T,=l/R,, as
shown in Fig. 2.

ZéZzN- 3)

After the change of the mean count rate, the
current value of the count rate during transient is

B N
" (N =n)T, +nT

From Eq.(4) it is straightforward to show that the stair-
like curve of Fig.2 follows a continuous hyperbola

R (4)

1
"SR +t(-R/R)IN

After 1, pulses, i.e. at the moment of reaching the
criterion R,+HRs-R.), the equivalent of Eq.(4) is

N
> s

Ny R IR, = o v =R (©
where the use of approximation (3) for writing the left-
hand side of Eq.(6) is evident. The inequality sign in
(6) is used because for n=n, the criterion R,*H{R,+R,)
can only by chance be exactly met when the equality
sign applies.

)

From (6), after rearrangement:
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L NbR
"SR bR, R

Therefore, n, i1s the lowest integer satisfying in-
equality (7). Even though all relations have been
derived assuming a step-up change of the count
rate, these relations are also applicable for any step-
down change of the count rate.

(7

In accordance with approximation (3), the
response time of the algorithm is

1
T w= g (8
0 0 RS )
Figure 3. shows the response time

dependence on the ratio g=R,/R for two different
sets of values (V,R,).

. 0
1 10 10 q

2
10
Figure 3. The response time dependence on ratio g
for différent preset counts (N) and initial count
rates(R,)

As expected, Fig.3 illustrates that the
response time of the analyzed algorithm is directly
proportional to the increase of the preset count (N)
and inversely proportional to the initial count rate
(R,). The explicit dependence of 7, on R; in Eq.(8)
illustrates the known adaptability of this class of
algorithms to count rate increases.

It is interesting to compare the dynamic
properties of the present algorithm, the response
time and steady-state fluctuations, to the cor-
responding properties of the classical preset count
- weighted moving average algorithm [3]. . The se-
lection of this algorithm for comparison does not
exclude taking for comparison some other algo-
rithms previously analyzed [2].

Figure 4. illustrates the response times of
the present and the classical weighted moving
average algorithms as functions of the ratio
g=R,/R; , taking the preset count and initial count
rate as parameters. Evidently, the response time of

2, NO. 1, SEPTEMBER 1998

the analyzed algorithm, 7, is always shorter than that of
the classical weighted moving average algorithm, 7. In
the case of count rate decrease (g > 1) this difference
becomes orders of magnitude big, whereas for count
rate increase this difference stabilizes at a factor of
approximately 2 in favor of the analyzed algorithm.

2
10

Figure 4. A comparison of the basic and classical
weighted moving average (k=I) algorithms for
different preset counts and different initial count rates

IV STEADY-STATE FLUCTUATIONS

For any preset count algorithm the steady-state
statistical fluctuations of the measurement results are

expressed as the fractional standard deviation 1/+/N [6 ]
(where NV denotes a selected preset count). Since N is a
constant for the measurement, the preset count
algorithms are often called the constant accuracy
algorithms. '

It should be expected that the fluctuations of
two subsequent results obtained by the present
algorithm are considerably smaller than the total
fluctuations since two subsequent results contain N-1
identical subintervals. Standard calculations showed that

these fluctuations were given by V2 /N . For a classical
preset count algorithm, assuming =1, the fluctuations

of two subsequent results are given by +/2/N .
Obviously the. fluctuations of subsequent results of the
present algorithm are considerably smaller. This makes
the present algorithm very attractive, particularly if the
results have to be monitored by a visual display or if the
measuring system is to be incorporated in an automatic
control loop.
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V CONCLUSIONS

The results presented in this article could be
summarized as follows:

. the mathematical expressions for the
dynamic parameters of the basic preset count
moving average algorithm have been obtained;

B - the response time of the analyzed
algorithm is always shorter than that of the classical
weighted moving average algorithm; this difference
amounts orders of magnitude for step-down
changes of the count rate;

- the steady-state statistical fluctuations of
adjacent results are far less pronounced for the
present algorithm compared to any preset count
moving average algorithm;

- in general, the dynamic parameters of the
present algorithm are superior compared to the cor-
responding parameters of any preset count moving
average algorithm; these properties make the
present algorithm potentially very useful in
practice.
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THE GATE LEAKAGE INFLUENCE TO THE MESFET NOISE MODELING

Bratislav Milovanovi¢, Vera Markovic, Nataga Males-Ili¢,
Faculty of Electronic Engineering, University of Ni§, Yugoslavia

Abstract - A new model for MESFET noise
parameler prediction including gate-leakage
current influence is proposed in this paper.
Starting from the previously developed model
with two correlated noise sources and three
corresponding equivalent temperatures, the
noise effect of gate-leakage current is included
by using extended intrinsic
transistor  circuit  and  four  equivalent
lemperatures. A set of equation describing the
noise parameters as the functions of equivalent
- circuit elements as well as fourth equivalent
lemperatures is derived. The  procedure is
implemented within the circuit simulator Libra.

equivalent

INTRODUCTION

Microwave FET transistors (MESFET,
HEMT) can be characterised by four noise
parameters: magnitude and angle of optimum
reflection coefficient I',, (or, alternatively, by
real and imaginary part of optimum admittance
Y,»)» minimum noise factor F,, and noise
resistance R,.

In low noise microwave circuit design,
the possibility to determine the transistor noise
parameters using appropriate models and
standard microwave software tools presents an
useful alternative to suffering and expensive
experimental characterisation of transistor
noise.

In the previous work [1], [2] the authors
of this paper have developed a procedure for
efficient noise prediction of microwave FET
transistors, starting from Pospieszalski's noise
model [3] which is based on using two
equivalent temperatures, 7, and T, With the
aim to make a further improvement in
modeling, the authors have included the
correlation between two noise sources by
“defining’ “the+ third* equivalént temperature
T =T, ]ei(p‘ , [4]. The developed procedure has
been used for successful MESFET noise
modeling by commercially available circuit
simulators Libra [5].

However, in the most cases, the
characteristics of simulated noise parameters
do not agree very well with measured noise
parameters at low part of corresponding
frequency range. Some theoretical

I8

Investigation and experimental results have
demonstrated that a gate-leakage current
strongly affects the noise performance of
microwave FET transistors, especially at low
frequencies [6]. The established noise models
are not able to describe the noise contributions
of microwave FET transistors caused by the
gate current. However, the successful design of
some circuits, as for instance of low noise
amplifier (LNA) at frequencies up to 10 GHz,
requires a noise model which takes into
account this additional effect. With the aspect
to this, a model including the additional noise
source between gate and source of microwave
transistor was suggested in [6], but correlation
effect between gate and drain noise sources has
not been taken into account.

A new model for MESFET and HEMT
noise parameter prediction including gate-
leakage current influence is proposed in this
paper. Starting from the previously developed
model with two correlated noise sources and
three corresponding equivalent temperatures,
the noise effect of gate-leakage current is
included by using extended intrinsic equivalent
transistor  circuit and four equivalent
temperatures. A set of equation describing the
noise parameters have been derived and
implemented within standard circuit simulator.

NOISE PARAMETER EXPRESSIONS
INCLUDING GATE-LEAKAGE EFFECT

Complete transistor equivalent circuit
including parasitic elements is chosen in the
form shown in Fig.1. The intrinsic equivalent
circuit is shown in Fig.2. The gate current
influence is presented by adding a shunt
conductance G, between gate and source. The
noise sources in this extended intrinsic
equivalent circuit are the resistance res and
conductances gy - and < G,. - The
contribution of the resistance r, is modeled by
a voltage noise sources ¢, of the conductance
84 by a current source 7, and of G, by a noise
current i,. It is assumed that there exists a
correlation between the sources e, and i,

which is characterised by p,.

i IROISE i
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a) complete circuit, b) cascade connected two two-port circuits

The equivalent temperatures T, and T,
are assigned to the noise sources e, and i,
respectively and the correlation effect is
expressed by an equivalent correlation
temperature 7, so that:

(i

2
s > = 4kT,rysB (1)

<|id512> = 4kT,24B , @)

* 2. 4. 2
<eg5ids>=pﬂ/<eg5! Wias| ) =4kT.B. (3

where & is Boltzmann constant, B is
incremental bandwidth and ( ) represents time

average.
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The noise contribution of the
conductance G, is expressed trough the
equivalent temperatures T, in the following

way:
<},-p)2> = 4AT, G, B . “)

With the aim to derive the noise
parameter expressions, intrinsic transistor
equivalent circuit is considered as a cascade
connection of two-port subcircuits (1) and (2)
as denoted in Fig.2. It is convenient to
represent the cascade connected noisy circuits
by chain ("A") representation. In this case, two
noise sources: voltage source v,, and current
source i,, are assigned at the input port of
noiseless  circuit, Fig.3a). The chain
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representation of subcircuits (1) and (2) are
presented in Fig.3b).

The noise analysis of two cascade
connected circuit is based on determnining the
correlation matrix of entire circuit C,, |7]. For
this purpose, it is necessary to know the chain
matrix A" and the noise correlation matrix
C," of the first subcircuit as well as the
correlation matrix C,® for the second
subcircuit. The resulting correlation matrix C,,
can be compute according to:

Ca = ACP A 4P, (3

where " denotes transpose and conjugate
matrix.

Considering the circuit shown in Fig.2,
the matrices in the expression (5) have the
following form:

Eay
C., :{ all a12.:| -

Caz1 Can
1 < au > Vau au (6)
4kBT <au au> <i’au >
1 0
0 ;o0 ]
CY = co2\ 1, 8
“ " 4kBT, |0 <}la1| >J s

(i 2;2> (vaziza)
C((}) :_l—_ a | alta
L (i) (Jeal”)

In the relations above, the temperature
T, represenis ambient temperature (290 K).

The noise parameters of intrinsic
transistor circuit can be determined knowing
elements of complete circuit correlation matrix
C,, by following relationships [7]:

)

Fopin = 1"'2(C5112 T R,Y, opt) (10)
C C 2

Gopt = 1| =222 —(Im{ “12}] . an
Call Call

c
B t:lm{—al?‘—}, (12)
» Ca1
Ry =Cay1- (13)

On the basis of relations (5)-(9), the
elements of intrinsic circuit correlation matrix

can be expressed as:
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<|vau! >= <ivaz!2> : (14)
(fl?) =’y (ol )+ (sheal’ 3 +

+26, Re<vazi:2>, (15)

(rai) = (2 )Gy * (vaaiza) -~ 16)

By direct comparison between "H" and
“A” representations in Fig.2. and Fig.3b)
respectively, the following relationships are
obtained:

. /.
=i, [HD, a7
11(2)
v =iy ey (18)
Y \
. 1 .
gy "";5)"(15’ (19)

By using these transformation rules, we
have derived elements of correlation matrices
C, M and C,® as follows:

)

<tial;2>: — (20)
}1121 l
2
AN 2 ’hl(%)‘ o D
]‘aZ' 1egs + 2) 2 llds|
47
n .
+2Re{h;(2)< g51d5>}, @1)
" /(2) . 1 x
<Va2ia2 > = ?21)12 <’ld5|2>+}*—(2)<egslds> >
b b1
(22)
(1)
() == (23)
[, @ 4
I/121

The parameters h;; and /7, of
subcircuits (1) and (2) are given by

WY =1, (24)
1+ jor,C,
B = e 25)
jo Cgs
o o JOT
B Bt (26)
]®Cgs
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By using expressions (20)-(26) the
correlation matrices (8) and (9), are obtained.
By replacing these relations in (5) the complete
intrinsic correlation matrix (6) becomes
known. At the end, by replacing the elements
of this correlation matrix in (10)-(13) the noise
parameters are expressed as the function of
equivalent intrinsic circuit elements and
equivalent temperatures T,, T, 7, and T, in
- the formegiven by .(27)=(30). - ,

The optimum reflection coefficient I,
can be expressed in the standard way, using
optimum admittance ¥, =G,y +jBop: The
derived expressions (27)-(30) have been
implemented within the circuit simulator
Libra.

NUMERICAL RESULTS

The proposed model can be applied for
MESFET and HEMT transistors. The results
presented in this paper are related to a
N71000A MESFET. For this transistor there
are manufacturer’s S-parameter data in the
frequency range (1.5-26.5) GHz and noise
parameter data at several discrete frequencies
in the range (2-18) GHz.

Whole MESFET equivalent circuit
including some additional parasitic elements
has been chosen for further work. The
equivalent circuit element values are

Fosls O
— 8578 | =1x2

n = 2
TD 8m To

B

o
Sds

_ Q3(gdsTd + gm|TC|P1>
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determined in optimization procedure of
program Libra by comparing simulated and
measured S-parameter data. The values
obtained in this way are used as starting values
in an optimization routine simultaneously
applied to all equivalent circuit elements and
four equivalent temperatures with the aim to
reach the best agreement between simulated
and measured S and noise parameters at
frequency range of interest, -In.this, way .the .
following equivalent temperature values are
obtained: T,=150 K, T,=1519 K, |I.[=50 K,

1.=11.41 ps, Tp=531 K.

The characteristics for noise parameters
F oo B 1 | and £T,,, are shown in Figs.4-
7. The curves obtained by using the proposed
model are denoted by MOD2. The referent
curves (REF) are based on the measured data.
Very good agreement between these two
curves can be observed for all presented
characteristics. On the other hand, the curves
denoted by MODI correspond to the procedure
when the gate leakage current influence is not
considered. It can be seen that the
characteristics obtained by proposed model suit
much better to the referent ones, especially for
minimum noise figure at low frequencies
comparing to the model which does mnot
involve considered effect.

7
TO

@7)-

+ (a1, PZ),

=<3'gs

Td+2 <P1

o4
om

opt 2
R8s

03 ((Q3Q4 P+

(28)

>

ngnTgQ4- + 2Q3ng4¥TC|P2— (&n‘Tc!Pl)z)

G

opt =

+ R,,g,%,To(ng T, + 2Q§Q46p +2038,G

m-p

2
R &mls

1 (29)

2

2
Rn8m

=1+
o
sm- o
where:

1+ joC
Q3 (chs s

P = cos[co(’cc - *c)]

gs'gs >

= 2 2. ,
[(Gopt + Gp )Rnngo +3 ’gsgded +38m

and

o

ripl GO

Q2 =l Cgsrgs ’
Q4 =rgs8usTa -

Pyo= sin[(u(‘l?(; —TH'
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CONCLUSION

Transistor noise model based on two
correlated noise sources (voltage source at the
input and current source at the output) is
extended by involving gate-leakage current
effect. It should be first emphasized that this
effect is modeled by a shunt conductance
between gate and source, with an equivalent
temperature 7, assigned.

It can be concluded that noise
characteristics obtained by using developed
model agree very well with referent ones in
whole frequency range. Better adjustment is
achieved comparing to the model which does
not take into account considered -effect
especially for minimum noise figure at the
lower part of frequency range.

The undoubted benefit of developed
procedure is that it is very appropriate for
implementation ~ within standard program
packages for microwave circuits simulation.

REFERENCES

[1] V. Markovi¢, B. Milovanovié, N. Males:
"CAD Prediction of Noise Parameters
Behavior for Microwave FET Devices',
Proceedings of 17th Annual
Semiconductor  Conference  CAS'94,
pp-375-378, Sinaia, Romania, October
1994.

V. Markovic, B. Milovanovié, O. Pronid,
N. Males-Ili¢: "Efficient Extraction of
Intrinsic Transistor Noise Temperatures
by Standard Microwave Software
Tools", Conference Proceedings
ANTEM'96, pp.501-504, Montreal,
Canada, August 1996.

M.W. Pospieszalski, "Modeling of Noise
Parameters of MESFET's and MODFET's
and Their Frequency and Temperature
Dependence”, IEEE Trans. Microwave
Theory Tech., volMTT-37, pp. 1340-
1350, Sept. 1989.

(3]

22

V. Markovi¢, B. Milovanovi¢, N. Males-
1li¢, “MESFET Noise Modeling Based on
Three Equivalent Temperatures”,
Proceedings  of  the  Conference
EUMC’97, pp.966-971, Jerusalem, Israel,
September 1997.

"Touchstone and Libra Users Manual",
EEsof. Inc. 1990.

R. Reuter, S. van Waasen, F.J. Tegude,
"A New Noise Model of HFET with
Special Emphasis on Gate-Leakage",
IEEE Electron Device Letters, vol.16,
pp.74-76, Feb. 1995.

J.LA.  Dobrowolski, Introduction to
Computer Methods for Microwave Circuit
Analysis and Design, London, Artech
House, 1991.

[4]

UTICAJ STRUJE GEJTA NA
MODELOVANJE SUMA MESFET-A
Bratislav Milovanovic, Vera Markovid,
Natasa Males-Ili¢

Sadriaj - U radu je razmatran uticaj struje
curenja na gejtu na Sumne karakteristike
MESFET-a. Prethodno razvijeni empirijski
Sumni  model  tranzistora na bazi  tri
ekvivalentne temperature dopunjen je na
sledeci  nacin:  Postojanje  struje  gejta
modelovano je pomocu odvodnosti izmedu
gejta i sorsa, a njen efekat na karakteristike
Suma izraZen je pomocu nove ekvivalentne
temperature T,. Izveden je set jednacina
kojima se opisuju parametri Suma unutrainjeg
ekvivalentnog kola tranzistora u  funkciji
elemenata  ekvivalentnog  kola i  Cetiri
ekvivalentne temperature. Ovaj set jednacina
osnova je postupka koji je implementiran u
okviru programa Libra.
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BELGRADE GRASPING SYSTEM

Dejan Popovic! and Mirjana Popovi¢?
1 Faculty of Electrical Engineering, Belgrade
2nstitute for Medical Research, Belgrade

Abstract: Belgrade grasping system (BGS) comprises a four
channel electronic stimulator, a set of six electrodes, and a set
of sensors. BGS was designed to enhance the grasping and
reaching of humans after spinal cord injury (SCI) and raise
their level of independence. The controller cloning the natural
grasping and reaching behavior of able-bodied humans is the
major novelty of the BGS. This controller implements a
sensory triggered preprogrammed control. BGS provides
palmar and side grasping and control of elbow joint extension.
Potential users are left with voluntary triggering of the system
to initiate grasping/releasing of a given object. The stimulator
includes the following components: 1) DC/DC converter
providing four galvanically isolated channels; 2) four output
stages designed to ensure constant current pulses with variable
electrode impedance; 3) programmable controller based on the
microcomputer Motorola 68HC11A8 capable of controlling
pulse duration and frequency, and implementing a rule-based
algorithm. BGS was tested in eight subjects with SCI. Daily
functioning (handling utensils, comb, brush, phone, cup, glass
and can, etc.) was improved and the working space increased
when the BGS was used.

[. INTRODUCTION

Many of traumatic spinal cord injuries (SCI) lead to disability
called tetraplegia. This is the most common cause of bilateral
upper limb paralysis. SCI results in multiple impairment (e.g.,
bowel, bladder, sexual functions, etc.) but many humans with
tetraplegia set restoration of grasp and release as a priority.
Adaptive equipment, compensatory hand functioning, surgical
procedures and orthotic management are customary rehabilita-
tion strategies. In the past 25 years functional electrical
stimulation (FES) of paralyzed but innervated muscles in upper
extremities allowed functional restoration of grasping [1]. FES
is by far the most promising technique for restoring the
grasping and reaching, because it integrates preserved natural
mechanisms with the externally driven biological resources [2-
[1].

FES systems with up to 30 percutaneous stimulation channels
were systematically investigated for exercising both hand and
arm muscles and used for restoration of movements [1, 4, 5].
FES systems are intended to control the elbow and wrist joints,
and the hand [3, 12]. Stimulation profiles were derived from
the averaged, amplified, filtered and integrated electromyogra-
phic (EMG) signals recorded from able-bodied subjects 4, 51.
Voluntary inspiration and expiration of air generated the
control signals.

FES for reaching and grasping has been evaluated with a
multichannel surface system [6, 13]. This system uses voice

control for twelve channels of bipolar stimulation for the
control of the elbow joint (two channels), hand and wrist.
Only a few subjects were tested with this rather complex
system.

Investigators at Case Western Reserve University (CWRU),
Cleveland, Ohio, developed a fully implantable system. Up to
eight channels were used to enhance grasping (2, 3, 7, 11],
often combined with surgical procedures [14]. The CWRU
research team pioneered the usage of FES for control of
reaching [15] where applying percutaneous electrodes to
control elbow extension. A modern version of the reaching
system is integrated with a fully implantable system for
grasping [11]. The reaching system uses percutaneous
clectrodes and a simple feed-forward controller. A tilt sensor
is attached to the upper arm and it generates control signals to
turn on and off a stimulation channel applied to m. Triceps
Brachii. Principles and methodology how to automatically
control reaching, which have been used as the basis for BGS
are described in details in Popovi¢ [12, 16]. BGS is a result
of the development at the University of Miami [10,16], clini-
cal evaluation of the Bionic Glove [17] and research at the
University of Belgrade [18, 19].

1. PROGRAMMABLE STIMULATOR

Four-channel stimulator (Fig. 1). The following characteristics
were chosen for the design: 1) the device has to be portable and
battery powered; 2) monophasic, constant current stimulation
pulses have to be used at the output; 3) programmable
stimulation patterns have to allow pulse duration T between 0
and 800 s, increments 20 ps; interpulse interval T between 0
and 1000 ms, increments 20 ms; and current amplitude [
between 0 and 80 mA, increments 4 mA; 4) low cost; and 3)
control unit suitable for easy operation and non expert
prograrmmers

Figure 1: The BGS system. Electrodes for fingers
and thumb flexion are shown. Left hand is
controlling the triggering switch.




ELECTRONICS, VOL. 2, NO. 1, SEPTEMBER 1998

The power supply for the sumulator is realized by using a
DC/DC converter (MAXIM 773 IC) and appropriate circuitry
(Fig. 2). The advantages of such a design are small size and
weight. and very low consumption both when operating and in
the idle state. The design of power supply also ensures that when
control is malfunctioning or the electrode impedance drops to
low values the maximum current is limited; thus. the risk of
injuries is minimized.
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Figure 3: The output stage of the BGS

The ourput stage (Fig. 3) was designed to: 1) generate constant
current pulses; 2) allow adjustments of the amplitudes of pulses.
The output stage was realized using two OP-amps, and three
transistors able to source current to a muscle through an
electrode having the input impedance Zp. Current sources are
switched by galvanically isolated digital signals, which provide
control of all output stages from the same control unit. The
constant current source is designed with high voltage transistors.
The amplitude of the constant current is determined by a
potentiometer resistance, P = 3k.

The current amplitude varies within 10 percent about the

nominal current value when the electrode impedance Zp varies
bervesn 0.1 and 2 kQ. The realized output stage is physically
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small and reliable. The standby power consumption is zero
when the load current is zero. Short switching times of the
output transistor (10 KS) are obtained by high current driving the
optocoupler diode (50 mA). Both simulation and measurements
have shown that the output stage produces pulses with the
amplitude range from 0 to 80 mA with supply less than 100 V
voltage throughout the working range [18].

The basic function of the conzroller. is to drive the outpur stages
with the desired pulse duration and frequency. In addition. the
control unit must provide a powerful interface with the user, a
host computer, and other stimulators and sensors. A general
description of the controller (Fig. 4) shows that the interface was
realized using 1C (TOIM3232. Temic and MNI SIR transmitter.
Nova Log) communication with a PC compatible computer. that
a pulse shape is generated using programmable logic IC and
counters.
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Figure 4: Scheme of the BGS controller

Flash memory (DA28F0116SV-080, Intel) i1s used for
ensuring sufficient memorv for eventual more complex
applications. M68HC11A8 microcontroller is the core of the
device operating at clock speed of 8 MHz. The microcontro-
ller operation is supported by the reset (MX6314) and supply
voltage monitoring circuit TL7705 and by the IC commu-
nication link [20]. A serial PROM (XC1736, Xilinx) and
EPROM 27C256 are integrated into the controller. The
expanded mode of microcontroller operation is used when
the stimulator operates as an autonomous device.
Programmable logic operates with PGA IC (XC3042-
70PC841, Xilinx).

The A/D converter inputs of micro-controller can accept
eight analog voltages ranging from 0 to 5 Volts. Up to four
digital inputs can be used for control at this point. but this
number can be increased to maximum of 8. Pulses at
different outputs can not be generated simultaneously, they
appear in sequence. The host PC based computer interface is
realized by IC communication interface using TOIM chips.
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[1I. CONTROL PARADIGM

For a long time a plausible approach for control of assistive
systems relies on cloning or copying natural strategies. In order
to clone the natural manipulation and grasping it was essential
to study those functions.

In the broadest terms, there are two approaches for studying
grasping the empirical and the analytical. The empirical
approach explores grasping by humans and animals, the only
successful grasping systems in our experience. Those studies
came with some extremely important issues for external control
of paralyzed hand. A concept of "virtual fingers" [21] suggests
that any number of fingers that work as one can be modeled as
single entity. Iberall [22] describes human grasping in terms of
"oppositions," which are the basic hand configurations for
applying forces to opposing faces of a grasped object.

All human grasps are formed from a set of only three
oppositions: 1) pad, for forces between the pads of the fingers
and thumb; 2) palm, for forces between fingers and the palm;
and 3) side, for forces between the thumb and the side of the
index finger. The importance of the listed features is essential
since it is impossible to control individual finger alike humans
do it naturally, and that the opposition is a feasible mechanism
when externally stimulating finger and thumb flexor and
extensor muscles.

Figurg 5: The grasp options: A) pad opposition; B) palm
opposition; and C) side opposition. The figure adapted

from Iberall [22] with permission.

Synergistic concept of stimulation in used in most assistive
systems for restoring the grasping. Using a switch the user
selects the type of grasping (palmar or side). The CWRU
system is allowing the user to open and close the hand
proportionally. The subject controls a joystick (0 to 100). At
position 0 the hand is opened, and at position 100 the hand is
closed. Joystick position between positions 0 and 100 subject
controls the aperture of his hand by a preprogrammed
individualized combination of stimulation parameters. Visual
information is used as the only feedback. Voluntary input is
integrated into the joystick and it allows "locking" the
stimulating parameters at a desired combination.

Synergistic control is also implemented with three channels of
surface stimulation within the Bionic Glove [8]. The operation
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of the Bionic Glove can be described as an enhanced tenodesis.
The Bionic Glove requires active control for both opening and
closing operations. By extending the wrist the subject is turning
on the stimulation of extensor muscles, and by flexing the wrist
the flexor muscles are turned on. The hysteresis provides a
large “dead zone”. Dead zone is a range wrist at the wrist joint,
which ensures that once the system is turned to open or close
the hand, the stimulation regime will stay unchanged.

The Handmaster system [1, 6] uses a predefined synergy of
opening and closing, and a switch mounted on a plastic splint
containing the electrodes and supporting the wrist basically
triggers the system. The Handmaster system was designed for
exercise of muscles. The rigid structure of the splint holds the
hand/forearm system in a fixed position reducing the

applicability of the system for affective grasping.
TRIGGER

e - TIMER | | \; FINGERS EXTENSOR MUSCLES
TIMER 2 — __ ~.. [FINGERS FLEXOR MUSCLES
TDMER 3 - [THENAR MUSCLES
;
OPENING  CLOSING OPENING ~ RELAXATION
TRIGGER
—
TIMER 1 ] OFF
oN
OFF
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Figure 6: Timing diagram for the control of grasping

Control of grasping. The BGS includes two modality of
grasping, and it follows the ideas implemented in the Hand-
master system. The control system allows side and palm grasps
by generating opposition. The control scheme shows the timing
paradigm (Fig. 6). The grasping is separated into three phases:
1) opening of the hand (forming the correct aperture); 2)
relaxing (allowing the hand to get a good contact with the

Tie

Figure 7: Joint angles used for control of reaching
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object; and 3) closing the hand by opposing the palm and the
thumb or the side of the index finger and the thumb. The
releasing function includes two stages: 1) opening of the hand;
and 2) remaining in the relaxed state. The control scheme shows
that 1t is possible to select the duration of each of the phases of
the grasp/release upon the individual characteristics of the
subject, as well as need as his/her preferences. The choice of the
grasp depends only on the relative duration of the periods T and
Ts. If the period T, is longer, the palm grasp will be
implemented and vice versa.

Control of reaching. A FES system for reaching requires
effective control to permit subconscious and intuitive use. Here,
we describe in short a paradigm used for control of the BGS.
The - following parameters are controlled: 1) the scaling
parameter C between the angular velocities of the shouider and
elbow joints [16]; and 2) the individual stimulation parameters
of the m. Triceps Brachii to generate movement with the desired
angular velocity and its increment [12]. '

Scaling |
- parameter C i
COORDINATION LEVEL
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Figure 8: Sensory driven algorithm for control of
reaching

Scaling introduces biological synergy into the control problem,
and is not user specific. User specific stimulation parameters are
a series of vectors composed of three elements: 1) the anguiar
relocity of the elbow joint; 2) the increment of the elbow joint's
angular velocity, and 3) the electric charge delivered to the
muscle. The scaling depends only upon the position of initial
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point of the hand and the target, that is the terminal point of the
hand. The &(1).a(: - Ar) are the angular velocities of the upper
arm In two consecutive instants, and A( 1);B(r—Ar) are the
corresponding computed values of the elbow angular velocities
[Fig. 7]. The term 'computed’ refers to dividing the measured
shoulder angular velocity by the scaling coefficient C. The
amplitude of the stimulation pulses (I) and the frequency of the
stimulation (f) are preselected to allow a full range of externally
elicited elbow extensions. The pulse duration (T) is responsible
for the level of activation of the m. Triceps Brachii. The incre-
mental pulse duration (A7) is the minimal value that generates
a recognizable change in velocity. fn(z)is the measured relative
angular velocity of the forearm with respect to the upper arm,
and e = Bm@)- g is the error in the sampled feedback control
loop.

The structure of the controller is depicted in Fig. 8. The

- paradigm shown decomposes the control to two levels. At a

higher, coordination level, the coefficient C is selected exclusive-
ly on the basis of the initial and target positions. This scaling
does not depend on the user. but is universal for a given task.
The 1nput to the upper control level is the voluntarily controlled
angular velocity of the shoulder joint. At the lower level. the
time-sampled feedback adjusts the stimulation parameters 10
minimize the error between the achieved and desired elbow joint
angular velocities. This sensory driven control uses a subject-
dependent knowledge base within the microcomputer and only
one channel of stimulation applied to the triceps brachii muscle.
that is the muscle extending the elbow joint. The process of
determining the scaling coefficient. the strategy to reducing the
infinite number of scaling coefficients for practical imple-
mentation, and determining the stimulation parameters are
described in details in Popovi¢ and Popovié [12].

Figure 9: The usage of a reaching/grasping BGS
system.

The usage of the system in a tetraplegic subject with an injury at
C5 level is shown in Figure 9.
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1V. ELECTRODES AND SENSORS

It is known that after SCI at cervical level many of the
peripheral nerves still innervate arm and hand muscles, and this
fact is used in all grasping systems [e.g., 6, 7, 8, 13, etc.]. In
subjects in whom the forearm muscles are innervated it is
possible to select small surfaces at the dorsal side to selectively
stimulate deep and superficial finger flexors, without
stimulating wrist flexion. It is also possible to select a small
surface at the volar side of the forearm to selectively stimulate
common fingér extensor muscles. The diameter of the suitable
electrodes, cathodes, is typically between 2 to 4 cm. The anode
for both of these stimulation sites is the dorsal surface over the
carpal tunnel. It is possible to position a cathode over the
thenar muscle group, generating opposition and flexion of the
thumb. The anode position described earlier, covering the
median, ulnar and radial nerves is good enough for the control
of the thumb. Three channels are a minimum number of
channels for effective control of grasping.

The testing with more channels showed that better selectivity
and better functioning can be obtained only if an implantable
system is to be used [7]. The electrodes for stimulation of the
elbow extension are positioned over the triceps brachii muscle
that is lateral side of the upperarm. Both of the electrodes are
relatively small, having the diameter of 2 cm each. It was
shown that using the wrist anode is not functional.

Two accelerometers are used for the sensory control of
reaching. The sensors are mounted at the shoulder and elbow
joint angles. The accelerometers can be replaced with tacho-
generators, but the mounting of the fixed axis transducers. The
usage of flexible goniometers such as Penny and Giles,
Blackwood, England [12, 16] is possible.

V. CLINICAL USE OF THE BELGRADE GRASPING
SYSTEM

Eight young (23.8 * 5.6 years of age), male subjects with a
spinal cord injury between C5 and C7 were included in the
evaluation. All eight subjects had a complete lesion. Four
subjects had received only conservative treatment after their
injury, two had undergone spinal operations, and two had been
operated upon and had then received conservative treatment.
At the beginning of the evaluation five subjects were over 24
months post-injury, two subjects were more than one-year
post-injury, one more than six months. All the subjects signed
an informed consent approved by the local ethics committee
before they were tested and included into the study.

Following the quadriplegia index of function (QIF), the
functional independence measure (FIM) and the upper
extremity function test (UEFT) did the evaluation. All tests
were done at the beginning of the test, and after one and two
months of the usage.
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QIF - Quadriplegia Index of Function.

Selected sections of importance for judging the improvement
in hand functions were tested. Attention was paid to feeding,
dressing and grooming. The scoring used the following grades:
4 - completely independent, requires no assistive device; 3 -
independent with an -assistive device, requires no human
supervision, subject can put on assistive device; 2 - requires
human supervision only, with or without physical contact;
requires no lifting by another person; 1 - requires physical
contact involving lifting of subject or part of subject's body by
one person only; 0 - completely dependent, patient cannot do
activity at all. The grade 9 was an indication of a specific
comment, which can not be generalized. The feeding was
scored to a maximum of 24 points, dressing was bringing a
maximum of 20, and grooming a total of 12 points; hence, the
maximum for all activities was 56 points.

FIM - Functional Independence Measure

FIM included a total of six activities of self care; two of
sphincter control; three activities of relevance for mobility; two
types of locomotion, two types of communication and three
social cognition elements totaling 18 categories. The levels
were: 7 - complete independence (timely and safely); 6 -
modified independence (with a device) for activities which do
not require helper; 5 -supervision (100 %), 4 - minimal
assistance (70 %), and 3 - moderate assistance (50 %) for
modified dependence; and 2 - maximal assistance (25 %) and |
for total assistance (0 %) for complete dependence. The

maximum score for FIM is 126.
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Figure 10: QIF determined at the beginning, and after one
and two months of using the BGS

UEFT - Upper Extremity Function Test.
The purpose of this test was to determine differences in the
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performance of certain activities of daily living with the use of
the BGS when compared to performance of the same tasks
done without it. In "non-device" trials subjects used any splint
or cuffs that they would normally use to accomplish any of
these tasks. The performance of the tasks was graded as
Success, Failure and Non Tested. The time taken to complete
the tasks was noted. The subjects were asked to rate the ease of
accomplishing the task with and without the glove as Better,
Worse and No Difference. The following tasks were tested: 1)
combing hair; 2) using a fork; 3) picking up a VHS tape; 4)
picking up a full juice can; 4) picking up a full pop/soda can; 6)
writing with a pen; 7) answering the phone; 8) brushing teeth;
9) pouring from a one litter juice box; 10) drinking from a
mug; and 11) handling finger food.

One subject stopped using the BGS after he completed the
study and seven continued to use it at home after the study was
finished. The main reason for quitting the program was very
low cost-benefit ratio between using the device and no device.

The mean QIF was 7.5 * 3.3 at the beginning, and reached
20.1 £3.38, ie. an improvement of 168%. The maximum
possible QIF score is 56; hence, the determined average was
still only about 36 % of maximum. The improvement in QIF is

most probably the result of exercising and practice.
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Figure 11: FIM determined at the beginning and after one
and two months of using the BGS

The mean FIM value for all 8 subjects changed from 44.4 =+
13.5 at the beginning of the study to 64.8 £ 16.6 after two
months of the training. The maximal FIM score is 126;
hence, the maximum value is still only about 51% of the
normal value. The increase of the FIM must be associated not
only with usage of the BGS, but also with exercise and
getting better due to practice. Figs. 10 and 11 show clearly
why the subject No #5 stopped using the system. QIF and

30

I, SEPTEMBER 1998

FIM remained the same for and therefore, for him the
application of the BGS was just a burden. Although subject 8
did not improved, he was motivated to continue using the
system, mainly because he is much more functional because
of the decreased spasticity (reported subjectively).

The comparison of efficacy in daily living activities when
using the BGS with respect to functioning without the BGS is
summarized in Fig. 12. Eleven tasks are listed in the horizontal
axis: manipulating a comb, a fork, a VHS tape, a pop and a
small can, a pen for writing, a toothbrush, a one liter package
of juice to pour the contents into the glass, a mug, and finger
food. The number of subjects is shown on the vertical axes.
The top panel shows results in subjects whose hand function
was improved with use of the BGS; the middle panel shows
subjects in whom function deteriorated and the bottom panel
shows subjects in whom there was no significant difference.
Fig. 12 reflects the performance in the seven subjects who
continued to use the BGS. The number in the "better" group
increased with time, while the number in the "no difference"”

group decreased.
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Figure 12: Functioning with the BGS after one nad two
months. Seven subjects who continued using the device
are included in the table

The number of subjects who performed worse was increased
over the evaluation period for three tasks (writing, mug and
finger food). These tasks were better without the BGS mainly
because the material in the hand portion of the garment
obstructed finger flexion somewhat. The difference in
performing tasks was rather small in most of the subjects which
were grouped in "better", and the judgement was based on the
time elapsed for the activity. The subjective decision between
"better" and "no difference" for using the phone, handling cans,
using a mug, and eating ﬁngel/food was very difficult after six
months. The differences We{e substantial in handling a fork, a
comb, and a toothbrush and handling bigger objects such as a
VHS tape and a one-liter juice container.

QIF and FIM increased after treatment with the BGS for the
subjects who started with a lower score. Scores improved by
25%. The changes in both QIF and FIM occurred after about

1
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six weeks. During the last two weeks the increase in FIM and
QIF is rather small.

The upper extremity function test (Table I) result is given for
the seven subjects who continued using the system after the
evaluation. This result shows that in all subjects there was an
improvement in functioning.

PERIOD | BETTER WORSE NO DIFFERENCE
1 month 5 0 2
2 months 6 0 1

Table 1: The UEFT for seven subjects continuing to use the
BGS fro daily activity after the evaluation

The subjective statement is that in most patients the tonic
component of spasms was decreased, being very beneficial for
grasping abilities. The strength of grasping was increased in all
subjects similarly to what is reported in Prochazka et al. [8].
The manipulation of bigger objects is enhanced greatly with
the BGS.

Subjects complained of difficulties in donning and doffing of
the system. A particular difficulty was in getting the correct
position of the electrode for hand opening. Two of seven
subjects were able to put the BGS on independently, one with
little help, and four needed major assistance. The size of
electrodes in some cases played major role in avoiding
stimulation spillover, being contra productive. The positioning
of the electrodes in this case was difficult because with a small
change of position the motor effect changed dramatically.

Successful usage of the system was achieved when controlling
a push-button switch with the contralateral hand. The initial
setting of timings, determining the intervals and dclays
between the stimulation of and opening, thumb and finger
flexors remained basically the same throughout the evaluation.

VI. CONCLUSION

There are a fair number of people with C6-C7 lesions who may
benefit from usage of the BGS. The benefits can be good
enough to make the BGS a daily-used assistive device. Some
technical improvements, specifically in relation to cosmesis,
positioning of the electrodes and donning/doffing will increase
the number of regular users. Subjects with a strong tonic
component of spasticity, compromising the functioning of the
hand, benefited mostly. Power grasp and handling bigger
objects was greatly improved (e.g., pouring from a container,
using a telephone receiver, handling tapes). Slipping of objects
remained a problem in most subjects even after prolonged use.
We have not noticed a change in skin texture after the study,
and the friction coefficient remained very low. It is clear that
the functional status of the potential user is the most important
factor in deciding whether the BGS should be used as a long-
term assistance.
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The general conclusion is that the best candidate for the usage
of the BGS should be selected among C6 - C7 tetraplegics with
2 FIM between 25 and 50, eventually up to 75 (out of 126), and
a QIF between 0 and 13, eventually up to 27 (out of 56). The
sccond criterion deals with the motivation to get independence,
which is almost proportional to the efficiency of grasping. The
BGS, alike other similar FES devices, contributes very much as
a therapy; however, there are some subjects in whom this type
of orthosis is valuable for improved grasping.
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Suppression of Noise Contamination in Control Systems with Internal Model

Milié R. Stojié, University of Belgrade, Faculty of Electrical Engineering
Milan S. Matijevié, University of Kragujevac, Faculty of Mechanical Engineering

Abstract - Recently, the structure design of digital feedback
control systems with internal model attracts the attention of
many researches and control engineers. The basic idea have
been presented in seminal papers by late Professor Ya. Z.
Tsypkin. The main features of proposed structure consist in
high degree of robustess with respect fo changes of control
plant parameters and in its efficiency of elimination of
different kinds of realistic external disturbances. However,
the nature of internal model within the control loop may
produce an undesired sensitivily to the measuring noise that
produce ripple changes of command ~ signal  and,
consequently, fluctuations of controlled variable. Note that,
in the design of high-performance speed- and position-
controlled electrical drives, the internal model produces
unwanted vibrations of set shaft speed and/or angular
position due fo quantization noise that contaminates the
feedback signal obtained by finite-resolution position
5ensors.

In this paper, the sensitivify properiies of process
control system with internal model is analyzed in details
with respect to sampling time, noise characteristics, and
typical models of control plant. To suppress Sfluctuations of
controlled variable different methods based upon the digital
filtering of relevant feedback sigrals are proposed. The
results of analytical investigations are verified by simulation
runs that illustrate the noise suppression and effects of
suggested modifications of the control scheme on the speed
of system response, stability margin, and system ability. in
taking off the outcome of deterministic external
disturbances.

Key words: Internal model control, internal model. principle,

process control, computer control

1. INTRODUCTION

In control systems, it is commonly required either to
keep the control variable on certain desired value or to track
the prescribed variable reference signal., as accurately as
possible, in the presence an unmeasurable external
disturbance. To match these requirements, IMP (Internal
Model Principle) and IMC (Internal Model Control) assuring
the disturbance absorption are advantageously applied [1-5].

In some sense, many control structures include IMP or
IMC: the observer based-systems, for example. However,
different new control structures including IMP explicitly,
have been recently proposed by Ya.Z. Tsypkin [6]. In [7],
Tsypkin compared the control system with IMP and A~ and
H* optimal controllers of non-minimum-phase control
plants. In [3] and [8], the adaptive algorithm within the IMP

(U8}
(U]

and synthesis of robust-optimal control system were
proposed, respectively. Tsypkin and Nadezhdin [9] utilized
IMP for continuous-time control systems. The design of
tracking systems with IMP and significantly long process
deadtime has been proposed in [10]. In the survey paper [111,
Gonzalez and Antskalis reviewed and compared up-to-date
control structures utilizing IMP. It has been shown that the
Tsypkin control structure with IMP [6] reveals advantage,
when compared with the standard TMC suggested by Morari

- and Zafiriou [12].

Generally, IMP enables the elimination of different kind
of external disturbances and improves the system robustness
with respect to changes of plant parameters. '

This paper gives an analytical procedure for designing
of IMP-based controller [8,13] for a wide class of typical
processes that have their transfer function characterized by a
steady-state gain factor, one time constant, and a transport
lag. The particular attention is paid to sensitivity properties
of IMC with respect to a measuring noise. A suitable
modification of IMP control structure is proposed in order to
minimize effects of the noise contamination of measuring
signal.

II. CONTROL STRUCTURE WITH INTERNAL
MODEL

Fig.1 shows the basic control structure, which includes
the internal model within the feedback loop [5,7.8,13]. In the
structure, the control plant is described by transfer functions

W(s) and W, (s) derived in the vicinity of certain nominal
working regime. Let us suppose that the corresponding pulse
transfer function are calculated from (1) as

N 1-e7 _ z‘l_kP(zJ‘)
W(L)_z(———s W(s)) oo
1-e™ P(z") 2
W.(z)=Z(——W,(s)) =~
(D=2 —W,0)= 7

where 2z P(z™) and Q(z™) denote polynomials in 2

which resolve the two-input internal model of the control
plant, while polynomials A(z™) and C(z™) (Fig.1) dete-
rmine the internal model of system external disturbance.
These polynomials are used to enable so called disturbance
absorption. Other polynomials P (z), E (z"‘) and
R(z™") appearing in the structure of Fig.1 are synthesized
so to match the desired system stability margin and speed of
system continuous-time response. In Fig.1, integer £ defines




ELECTRONICS, VOL. 2, NO. 1, SEPTEMBER 1998

id

W, (s)
Y. ) 1 H
_;—> P(z) REY T?—» D/A
ELz"*P(z")
AH]
T
C(Z ) internal model
Py(z'l)Q—z\,

Fig. 1. System structure with internal model

the control plant deadtime, while: v, y, . ». and d denote
respectively the controlled variable (system output),
reference signal (system input), command (manipulated
variable). and external disturbance. An additive measuring
noise is denoted by v. From Fig.1, z-transform of the internal

ZFP(zP(z)

plant model output, i.e., of the disturbance internal model
input f'can be reduced into the form

F(z)=P,(z")D(2) @
Z-transform of the system output is obtained as
o BEDCEDREY) - 2P A(ET) 3)

Y(z)

When compared with other IMC schemes, the control
structure in Fig.1 is superior. Namely, the suggested two-
input internal model of the control plant has finite duration
«impulse response determined by orders of polynomials

z"P(z7)and Q(z™). Unlike of the single-input internal
“models with infinite impulse responses, the use of two-input
internal models enables the control of both stable and
unstable control plants [13]. Another obstacle of classical
control structures with IMP consists in the absence of output
feedback [8]. When the absorption principle is precisely
implemented, the closed-loop transfer function of the system
in Fig.1 does not contain parameters of internal model and
thus the system reveals a high degree of rcbustness {6.8].
Moreover, the synthesis of control structure in Fig.l is

relatively simple and may be reduced to the problem of -

solving two polynomial equations. The resulting controller is
more efficient [6] and of lower order than one proposed in
[12].

Notice that the system with IMP may be significantly
sensitive on measuring noise. Namely, from equation (2) it
can be observed that the output f of the two-input control

T RGN+ PR D T R 1 PR (e PP

plant internal model contains entire information about the
system external disturbance. This signal is emploved to
generate the control component for disturbance
compensation. Thus, an added measuring noise affects the
internal model and generates the control signal components
for disturbance compensation even in the case when the
disturbance does not exist. Thus the internal model, due to
noise contamination of its input, can produce ripple changes
of command signal and fluctuations of the system output. To
suppress these undesirable effects, the suitable modification
of the control structure in Fig.1 is proposed by inserting
digital filter within the control portion of system. In doing
so, the modified structure with IMP shown in Fig.2 is
obtained .

- Another structural modification shown in Fig.3 is
possible. This structure gives a slightly better result in
suppressing effects of noise contamination. However, the
design of system in Fig.3 is more complicated and therefore
will not be considered in more details.

J'd

W.(s)

‘&;"’Pr(z'l) QP ixj uT—> D/A | W(s) —Pé)i;
T PE PO OE )
A | Al f
CE| [T
Pz Y

Fig.2. Modified system structure
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Fig.3. Modified system structure with MP

III. ABSORPTION PRINCIPLE

Suppose that the external system disturbance is regular,
i.e., its m(k) sample may be represented by the finite number
m, previous samples m(k-1), m(k-2),... m(k- m,) [3]. In
such case, there exists polynomial S (z™) of (my-1)-order,
which satisfy relation

(1-z7S(z7)D(z)=0 @

where D(z) denotes z-transform of an external disturbance.

Relation (4) is called the compensating equation and digital
filter (1- z78(z™)) is defined as the absorption filter or the
compensating polynomial [7, 8, 13].

The absorption filter is designed for a specified kind of
realistic external disturbance. It has the finite impulse
response and its pulse sequence becomes identically equal to
zero after n=m,. sampling periods. Hence, equation (4) may
be considered as the necessary and sufficient condition for
disturbance absorption. Having the apriori information about

TP AGT) (1278 )B(E) = CEDRET)

where B(z™") denotes polynomial which is to be determined.
Polynomials P(z™), A(z™), C(z™) are known from the
internal model. Polynomials R(z™") and S (z™) resolve the
control strategy and disturbance prediction, respectively.
Notice, the closed-loop transfer function of the system in
Fig.1, derived from equations (3) and (5),

Y  ZTPEHREY
Y(z) REHQGE)+2PEPE)

does not depend upon the internal model.

(©)

For minimum-phase control plants, polynomial R(z™)
may be adopted as

R(z")=P(z") @)

When the system transient response and steady-state
accuracy are specified by the corresponding transfer function
G, (z). then, according to (6) and (7), the following
relationship is obtained

[O8)
W

the kind of disturbance, the prediction polynomial S (z) is
simply determined. For example, for an incline disturbance
d(kT)=a - kT +a,, the  absorption polynomial
becomes S(z ) =2-2".

Note, the absorption principle is equivalent to IMP and
its purpose is to include the disturbance model within the
system control structure [6].

IV. CONTROL SYSTEM STRUCTURE SYNTHESIS

The design of the system control structure in Fig.1 may
be reduced to the synthesis of polynomials by solving two
polynomial equations. First one determines the specified
system closed-loop pole spectrum, €.2., the desired system
dynamic performance and second one governs the absorption
of given kind of system external disturbance.

In virtue of (3) and (4), the system output becomes
invariant to external disturbance if the following condition is
satisfied.

®)

z7P(27)
oz )+ Z_l_ku (zh)

G,(2)= ®

Hence, after specifying G, (z), polynomials P, ™)
and P, (z') that determine the control strategy are
immediately calculated from (8).

Polynomials z P(z”) and Q(z7) that determine

the two-input internal model of the system control plant are
obtained from the plant transfer function.

Polynomials A(z™) and C(z"), which define the
disturbance internal model, are obtained by solving
polynomial equation (5). These polynomials enable the
absorption of an anticipated disturbance. Namely, C (z)
represents an arbitrary polynomial of lower possible order
and polynomials A(z™) and B(z™) are obtained by solving
equation (3). The choice of C(z™) significantly affects both
the efficiency of disturbance absorption [14] and system
filtering ability. If we introduce relation
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B(z')=B(z")R(z") )
then, according to (7) and (9). equation (5) becomes
AT+ (1-27S(zT) B (2 ) = C(27) (10)

In the design of control structure in Fig.2, the outlined
procedure does not changed essentially. Namely, the digital

Z’H‘A(z'l )AJ, (z" )+(1- Z”S(Z" NB'(z")= C(z" )Cf(z~1 )

After selecting the low-pass digital filter of an
appropriate bandwidth, the polynomial equation (11) is to be
solved. To this end. polynomial C(z™) may be adopted and
then polynomials A(z") and B'(z") are calculated from
(11).

In practical applications, ripple changes (ringing) of the
command signal are undesirable. As it is known [14], the
ringing of control variable occurs when the controller
transfer function has poles (real or conjugate-complex)
inside the left hand side of the unit circle of z-plane. These
poles  may be eliminated, as in the design of Dahlin’s

filter inserted ahead of disturbance internal model does not
affect closed-loop system transfer function (6) and thus
polynomials R(z"). P.(z™), and P (z™") stay unchanged.
However, the polynomial equation (10). which defines the
absorption condition, becomes

1D

controller, by substituting z=1 into related polynomial
factors.

V. EXAMPLE

The outlined design procedure is illustrated by an
example of temperature regulation in the water-cooled
exothermic process shown in Fig.4 [14]. )

The process transfer functions are identified as

— >

T
l \
y TEMERATURE
SENSOR
controller
1
————— L
- Z?é COOLING
1 | [messs WATER
Q T
] —_—

VALVE

Fig:4. Exothermic process control

W(s)= AT (s) _ -0.015-¢7* °C
Q(s) 12.55s+1 1/min
W ()< ATs) e °C (12)
4 D(s) 12.555+1 g e

where AT is a temperature decrement in °C due to water
flow ¢ in Umin and 4 is an external disturbance due to
temperature changes in of cooling water and process
environment. In another variant, transfer functions of the
same process may be approximated by two time constants
and transport lag, i.e.,

_AT(s) __ -0.015-¢™ "€
W(s)= O(s)  (1184s+1)(2.61s+1) I/min (13)
AT(s) 720 o
W(s)= =

D(s) ~ (1184s+1)(261s+1) °C

Time constants and transport lags in (12) are given in
minutes.

36

For a constant reference temperature 7,, the zero steady-
sate error is required. The system continuos-time step
response is required to be governed by closed-loop transfer
function with dominant complex-conjugate poles having the
relative damping coefficient £ = 1 and undamped natural
frequency @, = 1 rad/s. In addition, the system must be able
to absorb ramp and slow varying external disturbances.

We consider the process described by (12). Sampling
period is assumed to be 7=1.15 min. Then the process pulse
transfer function is determined by P,(z™)=8.756-10"27,
O(z')= 1-091244z" and z*P(z7)=-1313-10"z".
The same polynomials define the process internal model.
According to the desired closed-loop system poles and
adopted sampling period, the pulse closed-loop system
transfer function is derived in a straightforward manner as

0.466985 (14)
z° -0.633274z* +0.100259z

Gde(z) =
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From equation (7), one gets R(z™)=-13134-10".
Now, solving equation (8), one obtains polynomials

P (z7)=0.147458-2777647 -

1072z and

P (z7)=0466985-0.130366z" —0.129377z".
To enable the absorption of given class of disturbances,

we solve equation (10) to obtain the internal model of

disturbance as

A(z)  3159-243z7
c(z") (1-01z')

15

Measuring noise v is modeled as a stochastic signal
with mean value £=0 and standard deviation ¢=0.01. Fig.5
shows the pulse sequence of v used in the investigation of
the proposed control structure efficiency.

0:02 T T T T
measuring nojse v[Cl| i
0.018F — = 4 — = —I—
0.01

0.005

=)
I

I
A e ul
=l
i—-‘:l:r;r“

|
T
l
-0.00s8 — t g i
y 1 1 I E i
b o— = PR S i
0.01 5 ; ; t \ :
B T Y S 1| 1 L
N i 1 ] i
|! 1 1 1 |
Sk i) ol e et e i e i
i 1 I | I I
0025 —— 4 ———l——=—F——A———F— t
| i | I i i I 1 Timcl[min]
-0.03 ] ! ! 1 L 1 s I !
0 10 20 30 40 50 80 70 80 %0 100
Fig.5. Pulse sequence of noise signal
4 Y
dfecC] [doC] ;
1 i
{ 2t 1
0.8 | \ |
| i
0.6 ! 01» \\ .
o4t | . \\ /
0.2t | ) ] \ |
! t [min] " X //i [min] |
% 50 100 o 50 100
a) b)

Fig.6. Disturbance signals used in simulation runs

The investigation of system properties was carried out
by simulation. Figs.7-9 show the results of simulation runs
for the system output (Figs.7-9 (a) and (b)), when the

measuring noise

is not encountered, and for the system

output contaminated by measuring noise v (Figs. 7-9 (c) and

4400
command q[l/min]
4200 H 1
4000 ——
3800 !
3600 I il
0 50 100
a)
4400
command q[l/min]
4200
4000 kuliag 1. [ WA
ny IULMH RN gl
3800 !]AJU
3600 i t{min}
0 50 100

(d)). Effects of measuring noise may be
stochastic difference signal obtained as a difference of
related pulse sequences of Figs. 7-9 (d) and Figs. 7-9 (b).

The difference signal has the standard
-2
o =3271174-10"".
etr 7 11
90.8} 1
90.6F :
90.4} l
system !
oot o output {
90 t{min]
0 50 100
b)
91t T(°C] o
90.8+ ! ﬁ
90.61 system \\ ‘1
90 .4+ ll’]pﬂ[ ‘{ | \\
system 1R
90.2} U output | \
|
QOM"JQ“V A t{min]
0 50 100
d)

Fig.7. [llustration of control structure operation in the absence of an external disturbance

observed by

deviation of




Fig.8. Illustration
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36001 L
0 50 100
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4400
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4200 . lﬂ

S P
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u I .
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) 50 100
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80.6F system
90.4 system
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of control structure operation in the presence of external disturbance shown in Fig.6 (a)

4400

command q[I/min]

4200 N
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4000 —J !
|
™

t{min]
50 100

4400
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i
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L
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Fig.9. Illustration of control structure operation in the presence of external disturbance shown in Fig.6 (b)

To suppress undesirable effects of the output contamination
by measuring noise, the system control structure is modified
by introducing the third-order Butterworth digital filter [15]
with bandwidth of f=0.2.//2= 0.2/(27)=1.45-107 Hz and

transfer function

A, (z™)

0.0181-(1+z7)

C.(z7) 1-1.7627 +1.18292° 0278127

(16)

Solving polynomial equation (11), one obtains

4400
command q[l/min]
4200 - q
4000
3800 JI
i t[min]
3600
0 50 100
a)
4400 -
comm and qfl/min]
4200 l-LLK
4000—“-#—‘ ———
3800 [
t{min
3600 - L !
0 S0 100
c)

A(z™)  54026313-4.6736313z7

Cc(z™) (1-0.1z7)°
Effects of proposed modification are visualized by
Figs.10-12. Now, the standard deviation of difference signal

is reduced to o =1.040332-10 2. Hence, the inclusion of

digital filter produces positive effects in suppressing
measuring noise contamination. In the same time, the
efficiency of disturbance absorption is not significantly
deteriorated.

a7)

91}t T[°C]
90.8 x
90.6+ system 1
90 4 input system | \ J
output
90.2¢ \ 1
90 t{min]
0 50 100
b)

91t T[°C] I

90.8
80.6F system
90.4 input system
output
90.2
90 t[min]
0 50 100

d)

Fig.10. Illustration of control modified structure operation in the absence of external disturbance
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Fig.11. Illustration of modified control structure operation in the presence of external disturbance in Fig.6 (a)
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Fig.12. Illustration of modified control structure operation in the presence of external disturbance in Fig.6 (b)
If we modify digital filter (16) into A(z'l) . .
1 E*f =5.577684—-4.577684z" 19)
limA,(z") 0.144791 as) ey
a1 () 1-1.762" +1.182927 —027812" Moreover, the standard deviation of difference signal

becomes o =1.1211088-10 2. According to Fig.13, the

its filtering abilities slightly aggravate but in turn the . . . i
g sty asg disturbance absorption is slightly improved.

solution of polynomial equation (11) becomes easier and the
disturbance internal model obtains lower order
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PO W r[ | g05r P ) ' \
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3800} 1 90 |
\\,_H/J \_{
i t[min] t{min}

26 005 50 100 0 50 100
) N
Fig.13. Illustration of modified control structure operation in the presence of external disturbance in Fig.6 (b)

Having smaller sampling period, the disturbance of system control structure. For example, under the same
absorption becomes more efficient. Nevertheless, the choice  technical requirements concerning the quality of system
of a new sampling period would require the repeated design  transient response and for smaller sampling period of 7=0.23

39
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min, the following polynomials within the system control
structure are calculated

7P )=2.7239671-1074-271",

R(z")=-2.7239671-10",  A(z")=3.76573-3.4833.2",

CzNH=(1-0.121"%,  Py(z")=0.126911-0.0859148-7",
P (z")=4.22164-107+2.5635-10"22+1.4085-10%.7 2+

4.4019-102.75-5.487-10727-5.94.107.z°%-
5.9754-10%.2°-5.74546-1072"°
Now, the added measuring noise is modeled by the
signal with standard deviation of ©=0.01. The standard
deviation of difference signal is now ©=4.4252-107. The

0(z")=1-0.9818-z",

6.1993-1072.2

34+9.5937-1022-2.389.10%.27°-

results of simulation runs are shown in Figs. 14-16.
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Fig.14. llustration of proposed control structure operation in the absence of external disturbance
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Fig.15. Illustration of proposed control structure operation in the presence of external disturbance in Fig.6 (a)
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Fig.16. lllustration of proposed control structure operation in the presence of external disturbance in Fig.6 (b)
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The suggested modification of control structures now is
performed by introducing the third-order Butteworth digital
filter with bandwidth of f=0.2.42= 0.2/(21)=7.246-10" Hz
and transfer function

A, (z™) _ 0.0181-(1+2z7) 0)

C.(z") 1-1.76z" +11829z7 - 02781z

With (17), the solution of polynomial equation (11)
yields

4400
command q[l/min]

4200 K

4000 —— Lf
3800 1

t{min]
3600
0 50 100
a)
4400

4200 R
Y
|
J

4000 Frenrawimimtsty

| o~ peetoris)
3800 i}

50 100
)

A(z") 5115083-4.801273z"

C(z™) (1-0.1z7)"
The modified control structure is tested be simulation
runs. The simulation results are shown in Figs.17-19. The
standard deviation of difference signal now is o=

1.4673111-107. This value is 30 times lower than in the case
wherein the digital filter is excluded.
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Fig.17. Illustration of proposed control structure operation in the absence external disturbance
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Fig.18. Illustration of proposed control structure operation in the presence of external disturbance in Fig.6 (a)
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Fig.19. Ilustration of proposed control structure operation in the presence of external disturbance in Fig.6 (b)
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VI. CONCLUSIONS

The developed procedure enables the design of system
with the prescribed dynamic performance and ability to
compensate an anticipated class of external disturbances. As
it is shown, the control structure based upon IMP mat
become highly sensitive to a measuring noise, which get
worse the overall system performance. The shortcoming may
be significantly reduced by applying the suggested modified
control structure, which in turn slightly deteriorates the
system ability to absorb external disturbance. The
appropriate choice of the sampling period and low-pass
digital filter is of great importance for efficiency of proposed
modified control algorithm; otherwise, the suppressing of
noise contaminating may reduce the system abilities in
disturbances absorption. Notice that the outline design
procedure may be applied in straightforward manner for
control of a wide class of minimum-phase processes.

The utility of proposed algorithm has been tested by
numerous simulation runs. It is shown that the choice of
appropriate control law is of great importance for system
efficiency in both the quality of system transient response
and efficiency in disturbance absorption. Namely, the
command signal in a system with IMP comprises two
separated components; first one. generated by disturbance
internal model, absorbs the external disturbance and the
second one, generated by system controller, governs the
desired system continuous-time response, and these
components are adjusted independently. However, the
disturbance internal model may produce by its nature a
significant sensitivity of the control system with IMP with
respect to measuring noise and therefore the insertion of
digital filter within the system control structure has been
proposed in order to suppress the noise contamination of
system output. But, filtering abilities of the modified
disturbance internal model and its efficiency in disturbance
absorption are two opposite requirements that may be
balanced by an appropriate choice of sampling period.
Namely, with a great sampling rate the efficiency of
disturbance absorption is improved, but the system
sensitivity to measuring noise may become impermissible.
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AN APPROACH TO THE DESIGN OF A SELF-TUNING CONTROLLER USING STATE SPACE APPROACH
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Abstract
A new class of self-tuning controllers that makes use of
state space innovations model and single stage

performance criterion, with a cross weighting term of the
systems state and inputs, has been considered in the paper.
he new advantage -of a such type of controllers include
relative simplicity of their derivation and implementation.
It has been also shown that the proposed controller may
represent an efficient tool for tracking as prespecified
reference state trajectory of nonlinear and nonstationary
type systems in the presence of stochastic disturbances
with unknown statistics.
Key Words: adaptive control, self-tuned regulators,
neighboring suboptimal control, stochastic systems.

IINTRODUCTION

The problem of adaptive control of linear discrete-time
stochastic systems with unknown model parameters have
drawn wide attention in recent years. Two groups of
optimization based adaptive controllers have been widely
studied in the literature. The first one makes use of the
state space representation of the concerned system coupled
with the linear quadratic Gaussian (LQG) optimal control
theory and a sequential parameter estimation technique, in
order to obtain an adaptive filtered state feedback
controller [1,3-6,16,19,20]. The optimal adaptive control
algorithms so obtained have the advantage of being
globally stable, of being applicable to any finite
dimensional controllable and observable system, and of
providing with an effective control of the errors in the state
trajectories. These are, however, achieved at the cost of a
rather large computational burden, which makes it difficult
to implement these algorithms real-time for some practical
systems. The second group makes use of the input-output
representation of the system coupled with the minimization
of a generalized output error variance [7-9,11,12,15,23].
The main advantage of a such type of controllers, named
self-tuning controllers, include relative simplicity of their
derivation and implementation. However, the performance
index selected for this approach does not minimize the
errors in the state trajectories, as may be required in some
applications. Also, the global stability of the controlled
system requires the inverse system to be stable, which may
exclude some non-minimum phase type systems. Finally,
the self-tuning controller design tends to become
complicated for multivariable systems.

In this paper we propose a new class of state space
self-tuning controllers that represents a combination of the
mentioned approaches. The proposed controller makes use
of the steady state innovations model, in observer
canonical form, of the concerned system coupled with a

single stage quadratic performance index with a
cross-weighting term of the system states and inputs. The
state estimator gain matrix is computed directly using the
equivalent auto regressive moving average with exogenous
input (ARMAX) representation of the adopted state space
model, and the parameter estimation algorithm. Such a
generalized quadratic performance index is used to exert
adequate control influence on the system states over the
entire sample period, and not just at sampling instants. For
example, such a cross-weighting often helps to reduce the
inter-sampling ripple in the dead beat control of known
system [6]. Thus, here it is proposed to extend the idea of
cross-weighting between the control inputs and the system
states to adaptive control. Furthermore, the choice of a
single stage performance index, coupled with  the
innovations state-space model, helps us to decrease the
computational requirements, and simplify the adaptive
feedback controller implementation. In this way, the
controller gain matrix is obtained by solving an algebraic
equation, and not a matrix Riccati equation, as is the case
with the optimal LQG controller, while the state estimator
gain is computed directly using a parameter estimation
algorithm. To demonstrate the effectivencss of the
proposed controller, we design the controller for a missile,
representing a higher nonlinear and nonstationary type
system. In this application, the controller is used to track a
prespecified nominal state space trajectory in the presence
of stochastic disturbances with unknown statistics.

I PROBLEM FORMULATION

Let us consider the system

x(k+1) = Ox(k)+ Yu(k)+Tw(k) (1a)

y(k) = Hx(k)+v(k) (1b)

where x(k) €R" is the state, u(k)eR" is the input and
y(k) e R is the output of the system, {w(k)} and {v(k)}
represent the disturbance terms and @, ¥,I" and H are the
system matrices. Let us also make the following
assumptions: (Al) the upper bounds of the dimensions 7,
m and p are known; (A2) the system matrices are constant,
but unknown, and constitute a stable controllable and
observable plant (1); (A3) the disturbances {w(k)} and
{v(k)} are stationary zero mean white Gaussian sequences
with unknown, but bounded, covariances
b= E{w(k)wr(k)} and R= E{v(k)vr(k)}, respectively;
(A4) the initial state x(O) is a Gaussian random variable

with known mean f(O):E{x(O)} and covariance
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T}; (A5) the random

P(0) = £{(x(0)~ £(0))(x(0) - 2(0))
variable x(0) and the noises {w(k)} and {v(k)} arc
independent of each other for all £ > 0.

Let us introduce the single stage performance

index

() = E{L[x(k +1),u(k)]} (2a)

where the criterion, or risk, function L() has the explicit

form

WS x(k+1)
L[x(/c + I),u(k” = [x(k +1) zz(]c)}l: }] } (2b)

T -
ST U Lu(k)
Note that the expectation is taken over the distributions of
the random variables concerned, and W and S are constant,
bounded and non-negative definite weighting matrices
(W >20,5>0), while U is constant, bounded and positive
definite weighting matrix (U>0).

The control problem in question may be then
stated as follows: given the system model (1) under the
assumptions (A1)-(AS), find the sequence {u(k);k > O} sC
as to asymptotically drive the expected value of the state
E-{x(,l:)} to the origin of the state space, while minimizing
the performance index (2).

it should be noted that the right hand side of ea.
(2) represents the expected value of a general quadratic in
the state x(k +1) and the input «(k). If the desired value
of the state is null, that is, if we consider the so-called
regulation problem, then the performance index (2)
includes the state error variance, so that the control
obtained by minimizing (2) will be referred to as the
minimum state error variance (IMSEV) control.

We now introduce the set of past observations
¥(k=1)={y(0),(1),...y(k =1} : k>0

and rewrite the right hand side of (2a) in the form

J(u)= E}'(k—l){Ex(kH),u(k) {L{x(k +1),u(k)][Y(k - 1)}} “)

3

where the first expectation is taken over the distribution of
the past set of data and the inner expectation is taken over
the distributions of x(k+1) and u(k) conditioned on the
past data set in (3). As is well known [2-6,11], minimum
value of the performance index (2) may be achieved by
minimizing the inner expectation alone

Jy() = E{L[x(% + 1), u(%) ] Y (k- 1)}

To facilitate the derivation of the desired adaptive MSEV
control, let us consider first the case where the
performance index (5) is to be minimized for the stochastic
system (1) with all the model parameters and noise
variances known.

&)

44

8§11 MINIMUM STATE VARIANCE ERROR
CONTROL OF KNOWN SYSTEM

This is a single stage stochastic optimal control problem
which may be easily solved by making use of the
variational calculus. In order to do so, note first that the
right hand side of (5) may be rewritten, after making use of
(la), as

() = E{[57 (k)07 42 (1) %7 + 3" (k)17 7 x
X {Cbx(k) +¥u(k) +Fw(k)] +u” (k) Uu(k)+
+2[x" (k)@ +u” (k)ET +w ()T |Su (%) ¥ (&~ 1}

(©)

To find the value of u(k) that minimizes the performance

index (6), we make use of the first order necessary
condition

grad J (u) =0 @)

To evaluate the gradient explicitly, we make use of the
rules for differention of the inner product and the quadratic
form with respect to vector quantities

éf a o T
ZbTa)=L\a'b)=b ; ~—\a"Aa)=Ada+A"a (8
= (b7a)= = (ae) =6 3 Z(a"4a) ®)
On evaluating the gradients of the inner products and the
quadratic forms in (6) by using the rules (8), and taking
into account the eq. (7), we then obtain

El(w@+ ST o)x(k)IF (k- 1)}
®
+E{2( 2T + U+ 297 Su(k) ¥ (k- 1)} =0

Here is used the fact that some terms in (6) are
independent of the input u(k) and, thus, does not
contribute to  the
(‘YTM/‘E’ +U +2‘PTS) is invertible under the assumption

gradient.  Since the matrix

on U, we may solve the equation (9) to get the following
MSEV control law

k) = M) 5 20) = E{x())r(k-1)} o)
where we have defined the matrix M by the relation
M=-(¥mw+U+2975) (WO +5TD)  (100)

and have used the mnotation f(k) for the conditional
expectation E{x(k)lY (k«l)}. Of course, x(k) represents

the minimum variance one-step-ahead prediction of the
state x(k) and may be generated by using the well known

Kalman predictor [11,3,10,13,15,19,20]
2(k+1) = ©2(k) + Pulk) + 0K (k )e(k)

y(k) = Hz (k) +e(k) 1D
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where | e(k)} is the innovations sequence and K (k) is the
optimal Kalman gain matrix. For known
assuming the kuowledge of the measurement noise
covariance R, the Kalman gain matrix may be computed
from the relation

systems,

k(i) = P(k)HT(HP(K)HT +R) (12)

Here R s {v(k)},
P(k) = E{(x(k) - 2(0))(x(k) - (k) [r(k-D} s the
covariance of the error ¥(k) = x(k)-%(k) in the prediction

&) =E {x(k)%Y(k - 1)} which may be obtained by solving

the covariance  of and

the Riccati equation with assumed initial condition fc(O)

- (13)
apP(k)@" +TOr"

with O being the covariance of {w(k)}.

Equation (10b) shows that the controller gain
matrix A/ may be determined by solving an algebraic
relation. and that the main computational burden arises
from the need to multiply the various matrices involved in
(10b) and to invert the XM matrix
(P Y +U +29 S). Note that the dimension of u(k) is

usually much lower that of x(/() so that the inversion in
this case may not be computationally very expensive.
However. the Riccati equation (13) is required to be solved
for generating the optimal state prediction )?(A) In the
next section, we shall show that in the case of an unknown
system an asymptotic state prediction may be achieved
after a direct estimation of the parameters of the
innovations model (11), without requiring an explicit
knowledge of the noise covariances.

IV ADAPTIVE MINIMUM STATE VARIANCE
ERROR CONTROL

Let us consider now the case where all the system
parameters of the model (1) are unknown and need to be
estimated recursively before the control algorithm may be
implemented. To ensure identifiability, we replace the
model (1) by the steady state innovations model in observer
canonical form

(k+1) = DF(k)+ Yu(k) +fe(k)

y(k) = Hx(k)+ e(k)

where the matrices @ and H are assumed to have the
following form

(W3]

(142)

(14b)

—a.
— L ]n‘lxn»l T O
®= = (14¢)
e T 0
|4, - 0 0]

with ¥ and T being the general nx1 vectors, respectively.
Let us assume that these matrices are given by

ks ¥y
: : (14d)
1T ¥
Note that there is no loss of generality in such a canonical
choice of the matrices @ and H in view of the assumed
observability property of the system. Note also that the
matrix A has no unknown element, while the number of
unknown elements in @ is reduced to » only. In addition,
the vectors ¥ and I may have all non-zero elements
which need to be estimated along with the n non-zero
elements of @.

The problem of parameter estimation of observer
state space form (14) may be solved by taking advantage of
the fact that the model (14) may be equivalently expressed
in the form of a n dimensional autoregressive moving

average model with exogenous input, the so-called
ARMAX model, given below by [17,18,21,22]:
/ N \ =
ALq")y(/‘:) = B(q"‘)u(k} +D(q*1>e{k) (15a)

. . i 4
where ¢~ is the unit delay operator. The polynomials 4, B
and D have the following forms ’

A(q_l) = 1+id,q"i ; B(qﬂ) = ibiq_i
i=1 i=1

) (15b)
D(q‘1 ) =1+ Zd‘.q"‘
=]

The coefficients a,,b, and d,;i=1,...,n are easily obtained
from the elements of the matrices ¥ and [: thatis [17,18]

Wb ;y,=d=n = i,....m (16)

>

It is easy to check that the assumption (AZ) implies that
the polynomials A and D are stable (they have all their
roots inside the unit circle). Moreover, it is possible to
express the ARMAX form (16) in the following linear
regression form

Wk) =2 (K)o +ek) (17a)
where © is the vector of unknown parameters given as

O =[ay, sty by B T T (17b)

and Z(k) is the regression vector containing appropriate

set of past outputs, inputs and innovations




ELECTRONICS, VOL. 2, NO. 1, SEPTEMBER 1998

ZT(k) ={—_V(k——l) ..... —y(k —n)t
u(k—l) ..... u(k—n)*e(k—1),.,._,@(]{—17)]

(17¢)

Once the regression model (17) and (18) is obtained, a
recursive estimation of the parameter vector ® may be
achieved using a number of alternative algorithms [17.18].
Here. we have made use of the pseudo-linear regression
algorithm [21,22]

P

O(k) = 6(k~1)+G(k)e(k)

e(k)=y(k)-2" (k)8(k-1) (18b)
G(k)=T(k-1)Z(k)
. (18¢)
x |1+ 27 (k)T (k —1)2 (k)]
T(k)=T(k-1)-T(k-1)Z(k)Z" (k)T(k-1)
(18d)

x[1+27 ()7 (k- 12Z(k)]”

L

These equations are initialized with an assumed initial
estimate ©(0) and initial covariance T(-1) and may be
expected to converge to the correct parameter values under
certain conditions. Namely. if the polynomials 4 and D are
stable, and the polynomial D satisfies the strictly

real-positive condition Re{l/D(q_l)—I/?,} >0, then it is

possible to show that the parameter estimation algorithm
(18) vields the following convergence result

-
P{nmca(k) = @0} =]
k>
where © is the true parameter vector.

Note that the parameter estimates ©(k) yield the

corresponding estimates <i>(k) ‘i’(k) and T'(k) of the
matrices @, and T of the innovations model (14). Thus,
the adaptive MSEV controller that minimizes the
performance index (5) is obtained easily from (10a) and
(10b) by replacing the system matrices by their estimated
values. The state estimate ﬁ(k) in (10a) is obtained from
the adaptive Kalman predictor (11), where the unknown
system matrices ©,¥ and I'=0®K are replaced by their

estimates (i)(k)‘i’(k) and I'(k), respectively. The block
scheme of the adaptive MSEV controller is given in Fig.1.

It must be pointed out that the innovations sequence
{e(k—l);k=1,2,3,...} is usually unmeasurable and,
therefore, this sequence must be replaced by its estimate,
given by (14b), in the regression vector 17¢).
Furthermore, the proposed adaptive state feedback
controller is analogous in form to the LQG theory based
optimal adaptive controller. However, a considerable
reduction of the computational requirement has been
achieved by the MSEV controller, at the cost of some
performance loss, since a single stage quadratic

46

(18a)

performance index has been minimized. The major
computational requirements of the MSEV controller arises
from the parameter estimation algorithm (18), which is
central to the implementation of any form of adaptive
controller. It is possible to show that the MSEV controller
for known system will be globally asymptotically stable
provided the triple{®,¥,H} is completely controllable
and observable, and that the weighting matrices are chosen
so that W >0,U >0 and W -SU™'S” >0, [11]. Thus. it is
important to note that the choice of weighting matrices 1,

S and U is not completely arbitrary and, in practice, these
matrices must be bounded, constant and must satisfy

assumption that the matrix W -SU T s positive,
semi-definite, as well as that ¥’ S is a symimetric positive
emi-definite matrix, in order to ensure stability.

u(k)

state and
parameter 1

estimator
|

i
|
L |
) controller 54 k) i
gain M
! MSEV controller

Fig. 1. An adaptive MSEV controller

YV NEIGHBORING MINIMUM STATE ERROR
VARIANCE CONTROLLER

The method discussed in the paper may be extended in
order to design estimated state feedback controllers for
nonlinear nonstationary systems with non-zero reference
inputs. Some results along these lives have been discussed
in the following . A scheme for a such implementation of
the MSEV controller is shown in Fig. 2.

Yref (k) '
nonlinear
uref(k) u(k) System (k) G
*+ model ' t
+

T R S
1 1
: @ ) state and ;
| parameter |
: estimator :
i . |
k) controller ﬁk) ;
| gain M |
: MSEYV controller !

N e B AR B e M e iy i

Fig. 2. A neighboring adaptive MSEV controller
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Here u,, (k) and y, (k) define a deterministic reference,

or nominal, trajectory.

In practice, the reference trajectory is obtained
either by developing a complex nonlinear mathematical
models of the concerned system or by simulating about
some reasonable operating conditions. Before we continue
the discussion, consider the following example of a missile
control around the state reference trajectory exposed in the
literature [14]. A missile motion is described by 12
standard nonlinear differential equations given below

a) Dynamical translatory equations in body axes:
2

i=- r)—Z—-[C ' cos(o) cos(B) + Cy cos(ar) sin()

(19)
+C, sin(ou)]+ T/ m — g sin(®@) — qw +rv

. p? :

o [—CD sin(B)+Cy cos(ﬁ)] 20)
+ g sin(¢) cos(®) — ru + pw
2
. _p¥ : . i
W= —T[—CD sin(a) cos(p) — C; sin(a) sin(p) an
+C, cos()] - g cos(®)sin($p) — pv +qu
b) Dynamical angular equations in body axes:
1
p=C, EpVZSaI/ A (22)
1
q:(anijzSd/B-F(C—A)er/B (23)
1
F :C”EszSd/CwL((A—B)pq)/C 4)
¢) Kinematical (Euler) equations:

b=p+ (r cos($) +¢ sin(¢)) tan(®) (25)
® = gcos(¢) —rsin(}) (26)
W= (r cos(p)+q sin(d)))/ cos(©) 27

d) Transformation of ground speed from body to Earth
coordinates

X = ucos(®)cos(\)

+v(sin(y)sin(®) cos(y) ~cos({)sin(w)  (28)
+w(cos(¢) sin(®) cos(y) + sin($) sin(\))
¥ = ucos(®) sin(y)
+v(sin(}) sin(®) sin(y) +cos($) cos(w)) (29)
+w{cos() sin(©)sin(y) —sin({)cos()
7 = —usin(®) +vsin($) cos(®) +wcos(¢p)cos(®)  (30)
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The absolute value of missile speed V, angle of attack o
and angle of sideslip B are given by

/2 2 9
V=Au" +v +w

a=tan " (w/u);p= tanﬁl(v/ u)

Gl

(32)

The parameters 4, B and C in egs. (22)-(24) are time
varying, since they are dependent on the missile mass and
the drag force, while the aerodynamic coefficients
C,.C,,C,,C, and C, represent the functions of angles o

and p . the angular velocities p,q, » and the angles 5 ,.0,
and 8,. The last three angles are the input variables
satisfying the bounded condition lﬁl <0.2rad . Thus, in the

nonlinear state space equation

i(e) = f (x(0). (1)) (33)
where x(f) € R' is the state vector defined by
i) = [u.v,ugp,q,r,q),\;/,O,X,Y,Z]T (34)
and u(t) e R is the control defined by
u(t)=[6,,.8,.8,) (35)

where the threc clements stand for aileron, elevator and
rudder, respectively. The reference, or nominal, trajectory
is specified in the (X,Z) plane, taking into account the
flight conditions and the real capabilities of the concerned
missile (see, Fig. 3).

7 nom
~

3000 1
2500
2000
1500 +
1000 A

500

O { ‘ I ‘ nom
0 5000 10000 15000 20000 &

Fig. 3. The nominal trajectory

Additionally, we need to calculate the nominal control

u,. :[8'/’1”'",6';""',8;;""'] across the reference trajectory

7"" . However, since the trajectory is defined in the
vertical plane (¥ =0), it is natural to choose 8" =0 and

anom nom

"™ =0. The nominal control &

strategy of predictive control. Namely, it is assumed that
the control signal & E‘(t) is constant within the several

is calculated using the

sampling periods (the sampling period is chosen to be
7 =0.5s), and then the nominal control is calculated so to
minimize the deflection from the specified nominal state
trajectory; that is
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8% (kT) = argn;;n(Z((k +n)T) - Z"O"'((lc + n)T))— (36)

Here Z ((l\ +n)T) denotes the value of Z-coordinate at the
instant  (k+n)T obtained by solving the nonlincar

state-space equation (30) under the condition that the
control signal 8,(r) is constant/over the n consecutive
sampling periods kk+1,.. k¥n-1, respectively, and
8, =56 ,=0. For performing this task one can use, for
example, the Runge Kutta method of the fourth or fifth
order. Furthermore, one can use a gradient type procedure
for solving the optimization problem (36) (this problem
reduces to the task of finding the minimum of a scalar
function Z of a scalar argument .X). Of course, the horizon
of prediction n represents a free parameter which must be
chosen in advance. A smaller value of » will result into the
control signal &, very close to the prespecified bounds
+0.2rad | the so-called bang-bang control signal, in order
to minimize as soon as possible the deflections from the
nominal trajectory. On the other hand, higher values of n
will result into the control signal with smaller dynamics,
which is not influenced too much by the given control
bounds. However, this will yield a rather large deflections
from the given nominal state trajectory. Figs. 4 and 5
depict the control signal o, for different values of the
prediction horizon, while Fig. 6 shows the corresponding
deflections from the nominal trajectory (see, Fig. 3).

u(t)

0.2
0.1 1
t
0.0 | : ! —
0 H( 60 80
-0.1 -
_0‘2 77ﬁ houcs

Fig. 4. The control signal for the prediction horizon n =2

u()

0.2 h‘

017

-0.2 ~
Fig. 5. The control signal for the prediction horizon n =8

Thus, the choice of n represents a compromise
between two opposite requirements concerning the values
and dynamics of the nominal control input, and the
corresponding errors in tracking the prespecified referent
state trajectory. As a result of this brief experimental
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analysis, we choose n=4 . The calculated nominal control
for the chosen horizon of prediction # is given in Fig. 7.

A z(1)

250 T
200 T
150 T
100
50 T ¢

AV

30 45

n=2
n=8

&

o
o
o

-150 -

Fig. 6. Deflection from the nominal trajectory for different
prediction horizons

Thus, we have defined the 12'th order nonlinear
system with the one input u (¢)=87"(¢) and the one

E
output y,(t)=2""(r). To perform the control task, in

the sensc that the system output y(k)=Z(k) in Fig. 2 is to
be forced by the input u(k) to follow or track the reference
output, y""(k)=2""(k) (see, Fig. 3), in the presence of
additive measurement noise, we may use the MSEV
controller (Fig. 2).

5 nom

020 /A
015
0.10
0.05 + : ¢
0.00 1 t t ) T t 1
005 ¢ 10
-0.10 +
015 +
020 +

Fig. 7. The nominal control for the chosen horizon of
prediction n =4

The measurement noise is supposed to be zero-mean
stationary white Gaussian sequence with the variance
o, =50. The output signal y(k)=Z(k) corresponding to
the nominal input 87" is corrupted by the samples of
specificd measurement noise. As mentioned before, the
design of MSEV controller is based on the ARMAX
model (15a) of the order n. It is adopted that the order of
the ARMAX model is the same as the order of the system
model under consideration; that is » =12. Furthermore,
the weighting matrices W, S and U also represent the free
parameters in the MSEV design. These matrices have to be
chosen in advance, taking into account the ratio of the
absolute values of the control signal u =5, and the
elements of the state vector in (34), as well as the given
physical bounds on the control input and the requirements
for the global asymptotical stability of the controller. In
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practice, these matrices can be chosen by simulation. As a
result of a such analysis, we choose

W= diag{(),O.l,0,0,0,0,0,0,0,0,0,0} (37)
§=002[LLLLLLLLLLLY (38)
U =1000 (39)

where diag{-} denotes the diagonal matrix. Fig. 8. depicts
the errors in tracking the nominal state trajectory, while
Fig. 9 shows the corrections of the input signal Au(k) (see,
Fig. 2).

20 T A Z(t)
15 1

10 7 -
5"" ¥

50 D i1 9
-10 T
15 T
-20 —

Fig. 8. The errors in tracking the nominal state trajectory

The estimated ARMAX model parameters are given in
Fig. 10. The obtained results have shown that the MSEV
controller has good tracking performances and possesses
rather good immunity towards disturbances.

2ea A ulY)

1E-3

5E-4 -

OE+0 1

(
BE-4 -

-1E-3 ~

Fig. 9. The correction of the input sequence

== T Ta3
a4

Fig. 10. The estimated ARMAX model parameters
VI CONCLUSION

A new form of the self-tuning controller has been
proposed in the paper, based on the use of an innovations
model in the observer canonical form, coupled with the
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minimization of a single stage quadratic performance
index that includes a cross-weighting on the system states
and the inputs. This leads to an estimated state feedback
type control law which is analogous (o the optimal adaptive
control law. However, the proposed controller is
computationally simpler than the optimal one, since no
Riccati equation nced be solved cither for the filter gain or
for the controller gain. Making use of the equivalence of
the canonical observer and the ARMAX forms of the
system model, the filter gain matrix is estimated as a part
of the model parameter vector, while the controller gain
matrix is computed from an algebraic relation. It should
be noted that the computational simplicity is a direct
consequence of the single stage criterion and the direct
estimation of the filter gain in the estimation algorithm
through the use of the innovations model. It is not a
consequence of the cross-weighting  term  in  the
performance index, but this term results in  the
generalization of the controller form and yields a more
cffective control of the adaptive system. It has been also
shown that the proposed controller may represent an
efficient tool for tracking a prespecified reference state
space trajectory in the case of nonlinear and nonstationary
system model characterized by the presence of stochastic
disturbances.
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COMPARATIVE ANALYSIS OF THE VISUAL NAVIGATION ALGORITHMS

Stevica Graovac, Faculty of Electrical Engineering, University of Belgrade

Abstract: A survey of the characteristic visual navigation
algorithms as well as their comparative analysis from the
motion parameters estimation accuracy point of view, have
been given in this paper. Two basic groups of these
algorithms were considered. One of them is based on an
optical flow measurement, while the other one is related to
the extraction and tracking of the object features. TV
camera is assumed as the sensor used in both cases. The
comparison has been made using the compuler generated
test images of a terrain

1. INTRODUCTION

Automatic navigation of objects in space is a complex
task of automatic control nature. It consists from
acquisition of information about the object’s position
(originating from the sources of different type), their
processing in order to eliminate the noise as well as in
generating of the appropriate commands enabling the
changes of object’s position in order to follow the specified
trajectory.

Any type of the overall accuracy analysis of the
automatic navigation procedures should include the
consideration of particular influences of these three
constituent parts. Initially, the nature of basic signals
coming from inertial sensors, radio devices or electro-
optical sensors (as it is in this particular case) should be
analyzed carefully in order to identify all influences of
existent imperfections and noises deteriorating the basic
information. Processing of these signals is dominantly
directed toward the improvement of the basic information
quality, but the number of required calculations related to
coordinate frame transformations are included also. The
overall amount of required processing directly affects the
. processing time needed, leading to the another problem of
dynamic nature: the influence of noise could be well
eliminated, but the time required for this becomes not
negligible introducing the problem of comumand delay.
Finally, object’s motion control is essentially a dynamic
problem, meaning that there exist a number of other
sources of delay affecting the overall accuracy of a
navigation task.

The examples of visual navigation procedures arc
considered in this paper. This type of navigation is
completely passive one. It is based on dynamic tracking of
images of objects inside the scene. Supposing that the
absolute positions of reference objects is known in advance
it is possible to reconstruct the motion parameters of the
moving object carrying the TV camera analyzing the
sequence of frames produced by it.

The analysis is focused here to the image processing
algorithms, their sensitivity to the image noise and final
effects on the automatic navigation accuracy.
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The basic concept of visual navigation procedure is
explained in the second part of paper. The algorithms
based on optical flow measurement (operating on the
whole picture) are also explained there.

The algorithms based on feature extraction,
characterized by the fact that after some kind of image
segmentation just characteristic features of one or more
reference objects are tracked, are considered in the third
part of paper.

The fourth part consists of comparison of overall
accuracy obtained by these two classes of visual navigation
procedures. The results have been obtained using the same
sequence of computer generated images of terrain.

The paper is concluded by the consideration of other
error sources which can be treated as common ones, as
well as with the suggestions for further ways of analyses
and verifications of visual navigation algorithms.

2. BASIC CONCEPTS OF VISUAL NAVIGATION

The navigation based on gathering of visual
information from electro-optical sensors is an attractive
discipline of research and development nowadays. Rapidly
growing performances of modern computer hardware
enable numerous applications of this concept in industry
(robots and manipulators), for different variants of obstacle
avoidance task (low flying helicopters), for automatic
docking - connecting of two moving objects (docking on
the moving platform, linking up of two space modules), for
realization of specified flight trajectory based on terrain
following (remotely piloted vehicles), etc.

The basic advantages of this concept are the facts that it
is fully autonomous ( not based on active external sources
of information) and passive (in comparison with other
active systems based on radar and laser devices, the power
consumption is much less as well as the probability of
discovering). The basic disadvantage consists in high
sensitivity on visibility conditions (wherever they are out of
control).

The overall complexity of such a system is determined
dominantly by the following two factors: 1) The number of
motion degrees of freedom of the controlled object; 2) The
amount of a priory information about scene elements’
positions. According to the first fact, the applications are
ranging from planar motion (two linear degrees of
freedom) with rigidly fixed’TV camera, up to the control of
object’s flight (three linéar + three rotational degrees of
freedom) with separate system of angular positioning of the
platform carrying the camera relative to the body of object
(usually two additional rotational degrees of freedom). The
overall number of motion parameters which have to be
estimated from sequence of images is correlated with the
complexity of motion. Based on second criterion, the
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applications are extending from a priory known positions
and shapes of the scene objects up to the situation where
the scene is completely unknown and the objects of interest
are to be reconstructed.

The basis for all visual navigation procedures is the fact
that the sequence of scene images obtained by the sensor
mounted on the moving object is characterized by light
variations at every picture element (pixel). These are
produced as a result of changes in position of scene
elements relative to moving object, motion of the object
carrying the TV camera, relative position of the camera,
light reflections from the scene elements and the position
of light source. _

Assuming that the position of light source as well as
the reflections from the scene elements are constant during
the observed sequence, light variations at every pixel are
dependent on relative position changes only.

Xc,Ye,Z¢

X1
Coordinate system

% YC

% Coordinate frame
% fixed to the camera
b

© N hbh .
181, 82,63

Xo

Zo 1o

fixed to the focal plane

Y o, Ve, Zo

v, 9,4

Coordinate frame
fixed to the body
of moving object

Where the sensor is fixed (known position and
oricntation) the motion parameters of moving objects
inside its field of view can be reconstructed (tracking). If
the scene elements are fixed while the object carrying the
sensor is moving, its motion parameters can be determined
(navigation). The space relationships are defined in
general case by the scheme shown on Fig. 1.

The picture produced by TV camera carries the source
information which is usually modeled as the light intensity
distribution in its focal plane E(xl, yj)‘ The light
intensity, £, is expressed as “level of gray” at particular
pixel.

It is assumed usually that X axis of coordinate frame

fixed to the camera passes through the origin of the 2D
coordinate frame in focal plane and that the later one is
parallel with the vertical plane OI.Z. at the focal

distance, f.

Reference object

X;

Inertial
Coordinate
Frame

Fig. 1. Space relationships characterizing visual navigation

The origin of the coordinate frame fixed to the camera
is placed in center of the optical system, at the point
determined by coordinates /,/,,/; relative to the origin of
the coordinate frame fixed to the body of moving object.
Angular position of the camera relative to the body axes of
moving object is determined by the set of Euler angles
&, &,, €5, corresponding to the sequence of elementary

rotations about: Z,Ye, X .

Body fixed coordinate frame is defined according to
standard aircraft convention (the-.origin is at center of
mass, Xo - along longitudinal/ axis, foreword, Yo - in
direction of right wing and/Z, - vertically downward,
producing the right handed one).

Body orientation relative to the inertial coordinate
frame is determined by the set of Euler angles of yaw (),

pitch () and roll (¢). The lincar position of moving
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object in inertial coordinate frame is defined by the triple
(xo, yo,zo) ;

The position of reference object (some of its
characteristic points) is represented in inertial coordinate
frame by the coordinates x,y,z, while the same point in
camera fixed coordinate frame 1is represented by
Xc,VesZc. The characteristic point is projected in image

plane at position (x;,y;) defined as:
X _Ye . N_Z

: = 1
S x VR M

If the same point is represented in body fixed
coordinate frame via triple xz, yz, zg, then:

Xc xg =l
e |=h| Yyr—hL|; (2)
Zc zg =1

while the transformation matrix I; is given as the
product of elementary transformations: 7; =T, T, T,

Position vector of a reference object in body fixed
coordinate frame is now

XR x*xO
yr|=0ly=Yo |, DL =T;T,T, 3)
ZR Z—Zp

Therefore, the navigation algorithm consists in the
following: Based on measurements of reference object’s
image position in focal plane (x;,y;), known values
(1,,1,,13) and measured ones (&, &;, €3), the position of the
reference object in body fixed coordinate frame (xg, yz,zz)
is reconstructed. (1-2). Based on measurements of
(v,9,4) and known position of the reference object in
inertial coordinate frame (x,y,z), the required position
vector of the moving object (x4, ¥p,2p) is reconstructed
then. (3)

Obviously, the fact that three-dimensional space is
projected into the image plane (1), makes it impossible to
estimate the coordinate x, just by one measurement.

This problem is generally solved in different ways (by
stereo vision - using two or more cameras, by tracking
more of characteristic points on one or more objects, or by
the appropriate processing of sequence of images which is
usually called “dynamic vision”).

Many of the existing algorithms are based on the last
mentioned approach. The basis characterizing these
algorithms consists in measurement of the changes in

optical flow in two consecutive images: Let E(x;,;) and
Ez(xl, y]) be two consecutive images (light intensity

distributions) corresponding to the same scene. Assuming
the constant reflection conditions as well as the constant
position of the light source, the correspondence hypothesis
is expressed in the following form:

El(x,,y])=E2(x1 + Axp0, ¥y +AJ’12) 4)
Ez(xhh) =E (xz = Axp, ¥ - Ay“) )
If the same object is present in both images:
(Axp) =—=Dxpp, Ay =—Byps ),
and by expansion in Taylor series one obtains:
E -E,=gid+1d"H,d+.,
E,—E =-g d+1d"Hd-. (6)

The included notations stand for: d - displacement
vector, g - light intensity gradient vector, and H - Hessian

matrix:
liAxl] [55 / o’ﬂ
= S L 5
Ay, _073/ 1254

| FEI&t  FEI &,
FE|&,&, FEIS}

In the final expression defining the required vector X!
%o =x =T} (T'xc +1) %)

the vector x appears as unknown and it can be calculated
using the difference in light intensities £, - £ and
gradients g, and g, .

It should be noted here that two basic problems
characterize this type of algorithms: 1) Calculation of
gradients is the noise sensitive operation; 2) If the task is
reformulated as the requirement for reconstruction of scene
structure (which is typical for obstacle avoidance
applications), i.e., determination of array of vectors x for
known X, the calculations should be done for all image

pixels, leading to extremely high processing time

requirements. ’

While the second problem is most frequently solved by
an heuristic definition of some gradient threshold which
should be exceeded as the requirement for subsequent
calculations (because the high value of gradient is always
the sign of discontinuities, i.e., the existence of the object
on the homogencous background), the first one is an
inherent disadvantage, independently on application.
Therefore, some of the estimation procedures must be
applied, cither for gradients, [1], or for x vector itself, [2].

For the purposes of this analysis the approach used in
[1] was used. It was assumed there that the light intensity
distribution can be factorized in following manner:

E=e(x)/ey) @®)
so the partial derivatives’ estimations can be expressed as:
& . de &, de,

By S . )
1Z3 2 dx; Gy I dy;

Now, the problem can be solved as the sequence of two
onc-dimensional estimation problems. N-dimensional
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vector p is defined in first step, as the state of the linear
dynamic process along x direction:

d
—p=Ap+BE (10)
dx;

The output of this process is defined as:

& d%
r=Cp+DE, r=elé — —L 11
P 2[ 1 & a’x}:i (11)
Similarly, the partial derivatives along y direction are
estimated in the second step.

3. ALGORITHMS BASED ON OBJECT’S
FEATURES EXTRACTION AND TRACKING

While the previous algorithms are convenient even for
the navigation where the scene is unknown, the second
group which will be considered is based on extraction of
characteristic features of known reference objects. The
feature could be just one point (ex., centroid), a number of
characteristic points (ex., corners), straight or curved line,
or segment of the surface characterizing the shape of
object. After the position of features are initially
determined in one image, based on some appropriate
approach of correlation nature, these positions are tracked
in all subsequent images. Based on this, the displacement
is calculated directly and it is used in order to reconstruct
moving object’s motion parameters.

Independent on fact whether the image is previously
binarized or multiple level gray picture is used, the existent
noise affects the calculation of displacement and the
overall accuracy. This noise is usually modeled as additive
one, while physically it dominantly includes the thermal
noise of the camera as well as the image variations due to
camera vibrations

Noise uN(xI, yI) in image registered at time N7, on
position (x;,y;), is modeled as temporally and spatially

stationary, white, Gaussian, of zero mean value and
independent on pixel intensity:

E[Ui(xb}’1)'0j(x1 +&xp, yp + A}’J)] =
za Doy, by, =0, 1 i=j (12)
in all other cases

The operator E stands for mathematical expectation.
The model of noisy image can be defined now as:

I(xp, yp)=EQxp, pp) +0(x,3p) (13)
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If, as the most general case, the subset consisting of n,
pixels has been defined as the feature (ex., rectangle n, =
ngny) the aim would be to estimate the displacement
(A&x;, Ay;) maximizing the similarity of the actual image

and previous one, ie., minimizing the criterion given as
sum of squared light intensity differences:

- 5 _ -
J = 2 Iy ey + 8,y + Ay = Iy ()] (14)

The quality of displacement estimate can be improved
if the information coming from different type of sensor are
included in proper way. For example, in [3], prediction
derived from Kalman state estimator applied on inertial
sensors’ signals was used as the initial guess of the
displacement value minimizing J in (14), accelerating the
overall numerical procedure in such way.

The other extreme example inside this class of
algorithms is dominantly used in context of tracking of
moving objects. This one is based on tracking of the
position of just one characteristic point. The starting step is
the extraction of object’s image by some image
scgmentation procedure. Contrast based segmentation
consists in determination of one or two light infensity
thresholds optimally extracting subset of pixels belonging
to the object of interest.

As a result of this procedure the binary picture
consisting of two classes of pixels is obtained. One of them
includes the object pixels while the other one represents
the rest of picture (background). Light intensity variations
across the object surface, as well as the insufficiently sharp
object edges, arc the usual reasons why the binarized
picture should be additionally filtered using morfological
filters. After these steps, the determination of the
characteristic point position follows (ex., object’s center of
mass - centroid), and the required displacement is finally
obtained as the difference of two consecutive centroid
positions. Errors in the estimation of centroid position
caused by image noise are minimized again by some
optimal estimation procedure incorporating the dynamic
model of object’s motion, [4].

4.  APPLICATION RESULTS OF VISUAL
NAVIGATION ALGORITHMS

Testing of two typical algorithms belonging to the
mentioned two groups was made using the sequence of
computer generated images (Fig. 2) which is a part of
material used for pilot’s training [5].
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Fig. 2. Sequence of test images

The closest bridge holder was used as the reference object (gate of the size 60X80 pixels). Five frames (shifted by

AT=0.5 s) are given on Fig, 3.
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Fig. 3. Sequence of five frames including reference object

The following assumption has been made: Inertial
coordinate frame (ICF) is defined with X axis along the
nearer edge of the bridge, Y axis lies at the crossing of the
road plane and holder plane, directed rightward, Z axis is
defined as vertical, along the nearer holder pier, directed
downward.

The object carrying the camera is moving horizontally,
at unknown altitude, with linear velocity V' = 250 m/s, and
the azimuth angle of ¥ = 30 °. The yaw angle is assumed
as w = 10 °, while the roll angle is @ = 15 °. Camera is
fixed in the vertical plane of the object under the angle &, =
-30 °. Kinematic parameters of the moving object are
constant during the observed sequence of two seconds.
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The task consists in determination of the coordinate x.
of the bridge pier base (the origin of ICF) measured in
camera coordinate frame (CCF). Based on this estimation
“and listed assumptions, the position of the moving object in
ICF can be calculated directly. Calculations were made for
pairs of consecutive frames, for the original images
(normalized in range (0-1)) and for noisy ones. In the later
cases, the zero mean Gaussian noise of standard deviations
of 0.01 and 0.1 was artificially added. Having in mind that
the original images are of low dynamic character (they
simulate the fog ambient) the influence of added noise is
high. Fig. 4. illustrates the light intensity histograms for
original image and the noisy one (o= 0.01).
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Fig. 4. Light intensity histograms of original and noisy images

(@7]

oh




ELECTRONICS, VOL. 2,

Using the software package MATLAB-IMAGES, the
programs for calculation of required coordinate have been
made. One of them uses the optical flow measurement as
the basis, while the other one is based on the estimation of
displacement of the gate encompass’ng the reference
object.

The first order Taylor expansion was used in the first
case. For the estimation of the light intensity and
appropriate gradients along x7 1 y;, (10-11), it was adopted:
A=C=-71 B=D=7. Table I consists of estimations of
x for three pairs of consecutive frames.

Table I. Estimations obtained using the optical flow

NO. 1,

SEPTEMBER 1998

center was at position [36,41] in first frame. The maximum

of similarity has been found in the following frames on

positions [31,47], [26,53] and [21,59], for frames 2, 3 and
4, respectively.

Based on these results and assumed motion parameters,
the sequence of values for x. coordinate was estimated as:
[997, 900, 793]. One can see the very good estimate of
range dynamics (the error is 4%). Moreover, even for the
Gaussian noise of standard deviation 0.2, the estimates of
the gate center position do not vary more than one pixel. In
this particular case that means (for assumed motion
parameters and field of view) less than 1/3 °, or
approximately 5% of relative error in estimation of xc.
This result is extremely better than those shown in Table I

CONCLUSION

measurements
Original | Neise (¢ = 0.01) Noise (o = §.1)
Xo  VEC | devixd | Bt | devixo)
1-2 957 912 120 919 237
2-3 849 843 132 801 249
3.4 768 660 185 690 180

The pixels characterized by the light intensity variation
two frames which had been less than 0.1, were
eliminated during these calculations. Because it was
impossible to ext ract jusf one pixel as the representative of
the coordinate origin, the surrcunding gate of dimensions
7X7 was conmdered, In order to eliminate the influence of
pixels with small light intensity variation inside the gate,
the maximums along the rows were calculated and after
that, the median of these values was used as the measure of
the range. Based on ten calculations for each pair of
images, the mean values and standard deviations have been
determined.

i

Analyzing the results obtained in the case of original
images, one can see the relatively good estimation which
could be proved following the range decrements (from the
object’s kinematics it is known that the range decrement
should be -101 m). Without the complete knowledge of the
kinematic parameters it is not possible to say whether these
estimations are well or not. However, the very large
variations can be seen for noisy images (even for the case
of small noise, the standard deviation is approximately 120
m). The number of analyzed frame pairs is small, not
allowing the precise conclusions, but it is sufficient to
illustrate the basic problem: the extremely high sensitivity
of this type of algorithms on the image noise.

The second class of visual navigation algorithms was
analyzed on the same task and for the same sequence of
frames, using the algorithm in which the displacement
between two consecutive frames is determined by the
minimization of the criterion (14). The contents of the
whole gate of dimensions 11X11 around the coordinate
origin was defined as the feature representing the reference
object. While the displacements along x; and y; were

reviously calculated indirectly (via intensity differences
and gradients), here they are determined directly. The gate

An aarzdgzd version of this paper has be

Conference, Vinjacka Banja, June 2-5, 1998.

. . f
en presented at tne X

n

The basic principles of visual navigation algorithms as
well as ‘me analysis of their sensitivity relative to image
noise were presented in this paper. It was shown that the
algorithms based on optical flow measurements are
extremely noise sensitive. For the particular example of
computer generated sequence of terrain images, even the
very small Gaussian noise (c=0.01) made the application
impossible. Satisfactory results obtained for noiseless
images (consisting from 16 discrete levels of gray) might
be the sign that the preceding image segmentation could be
the way of improving the accuracy.

In the case where the displacement of the reference
object is obtained directly, the much higher robustness has
been shown. In both cases, the overall accuracy is highly
dictated by the image resolution and by the available
information about the moving object’s kinematics obtained
from the sensors of different nature.
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HCIOJIB30BAHHUE HOBLIX MATHHTHBIX MATEPUAJIOB
[IPY IIOCTPOEHMM JATYMKOB MATHUTHBIX M MEXAHMYECKHUX BEJMYIMH

Brrranuit Hraora, omden ombopa u 06padomku Croxacmuyeckux CuzHanos
Duzuxo-mexanuyecxkozo uncmumyma Hayuonansroti axademuu Hayx Yxpaunot

Oner Coxon-KyTeIIOBCKHH,

omden QuIUKU MAHUMHGIX ~ AEACHULl

Huemumyma zeo@usuxu Ypansckozo omdenenwsi Poccuiickoi akademuu HayK

Abcrpaxr - B Odoinade paccMompentt 803MOJICHOCIIY
UCHONBIOBAHUA  AMOPQPHLIX U HAHOKPUCTIEIUYECKUX
(eppomaznumIbIX  CNIA80S OIS NOCHIPOEHUs  O@MuUKO8
MaHUMHbIX 1 Mexanuyeckux senuyun. Ipoananusuposan ux
npunyun  Oedicmeus, CxeMHvle U KOHCHPYKMUGHbIE
Pean3ayY, G MAKoiCe NPUSLOEHH. HEKOMOPbLE Pesynbinalmsl
SKCHEPUMERMANbHbIX UCCREO0BAHUIL

1. BBE/IEHHE

Baxnefmmm 3BEHOM MHOIHX  HH(OpPMAaNUOHHO-
I3MEPUTEIBHEBIX CHCTEM, KOTOPOE B 3RAYMTENBHOM CTEreHH
OUpesig/seT WX  KavuecTBo, ABNSAETCS  AHANOTOBEIH
mepemdHbif  mpeoGpasoBatenm - JIATYMK  (r3MIEcKiX
BEJIEYHH, KOTOpSI  oCyW(EectBideT JmHeliHoe  u
BEICOKOTOUHOE HpeobpasoBanie HIMEpAEMOH BETHIMHEL B
IpOMEXYTOTEBIE DapaMeTp, HAUpHMeD, SICKIPHHEcKoe
HATPSDKEHHE, KOTOPOG 3aTEM  Nerko  TOAHaercd
LaibHelimeMy yCuneRmo, asamsy # obpabotke [6, 7, 8].
Taxwe (yHKWH BEIONHMIOT —pAaccMatpuBacMbe  H
QuAMMBHpYeMEle B NOKIANe  JATYMKA Ul M3MEPeHust
BEKTOPa MATHHTHON HHIYKIH, @ TAKKe MEXaHIIeCKuX
BeJHUMH (CITB], CMEIEHHs, KpydeHHs n BuOpaupm). JTu
JATIHKH HCHONB3YIoT (M3MIeCKHe * fBIEHIA,  KOTOPHIC
TPOXOMAT B aMOpdHBIX M  HAHOKPHCTAIUTHYCCKUX
(eppOMATHITHEIX CINIABAX 1OJ BO3ACHCTBHCM MArHHTHOTO
HONs M MeXaHMUeckux AeopMamui, M3ydenne M aHami3
9THX SBNEHH, MOCTPOEHHE HA 3TOH OCHOBE HOBOIO Kiacca
OTHOCHTEIBHO ~ MANOTa0apuTHEIX  JATIMKOB  PA3NHTHBIX
(mprgecKiX BENMUMH  ABIAETCH  [EPCIEKTHBHBIM
HATIpaBeHHeM He TONBKO B TPHMKIAHOH (usike, HO X B
TEXHUKE PIMEpCHIH MaTHATHBIX M MEXAHITCCKIX BETHTMH.

2, IPHHIEIIL JEACTBHA MATHIATOYIIPYT OO
JATYMKA MATHHTHOT'O IIOJIL

Cpend  H3BECTHBIX ~ MATHHTOYIPYIHX  JIATIHKOB
MATHUTHOTO TONS HAMWIYYUIMe XapakTepHCTHKH HMEioT
JATIHKH Ha OCHOBE aMOp(HBIX (EPPOMArHETHKOB C
KOMIIGHCHPOBAHHOHA ~ IPOJONBHOM MArHMTOCTPHKIMEH X
TIOTIEPEYHOH HABENSHHON MArHITHOH ammsoTpormel [1-4].

Ha Pumc.l moxasama TWHOBas KOHCTPYKIMA MAarHUTO-

Prc.1. Maznumoynpyeusi 0amuux mazsumno20 nois
¢ ynpyaun 8o36yoicoeH e

57

YUPYroro HAT4fKa MATEMTHOIO NOMA C aKyCTHIECKHM
Bo30yxaenneM aMopQHoro GeppoMarHUTHOTO CEpAEUHHKA.

JlaTumk  COCTOMT W3  IThe30KSPaMHUECKOTO MM
xBapuesoro  mpeobpasosarens - I13, MEXaHHYECKH
COCIAHEHIOTO0 C HAM CEPIEYHNKA - OJOCKH ¥3 aMOP(HOTo
deppomarsmrHoro  crmapa  AQC ¢ KOMIEHCHPOBAHHOH
MarAHTOCTPUKIHEH M DONEpeyHod - MArHHTHOH
aHM30TpOIMEl, W W3 BHIXOJHOTO  Konebatenssoro LC-
KOHTYpa, HACIPOGHHOTO Ha pabouyl0 4HACTOTY [aTwHKa.
Karymxka [ smexogsoro LC-KOHTYpa pACIONOXEHA Ha
ceprewimxe AQC B 0611acTi NydHOCTH ero konebauui, HO
HE CONpUKAcactcd ¢ HiM. Jarduk paboTaeT CreyIOulHM
06pa3oM. C TIOMOIIBI0 ITHE30KEPAMHATECKOTO
mpeobpasosatenst I3 B aMOPQHOM  (DeppPOMATHHTHOM
CEpIISYHHKE  CO3JAIOTCA  YNpYrHe rapMOHHAYECKHE
KoneOanus O C9acToTo#l @, DABHOH HIM KpaTHOH

cobersentoll gacrote mpeobpasopatend I13. B pesynrrate
MArEHTOYNPYTOro BlauMoelictBis B aMopdmHoM
($eppOMATHHTHOM CEPICTHHKE ¢ MOMEPETHOH MArHUTHOH
AHH30TPOIHEH! BO BHOIIEEM MATRATHOM Tone [ BO3HUKAIOT
xonefamus  BekTopa  HAMATHMYEHHOCTH.  IIpojombHas
COCTABIAIONIAS ~ BAPHALMH  BEKTOPA  HAMATHEMCHHOCTH
BHI3BIBACT B KaTymke L, OXBAaTbIBAIOIeH CEpeYHyK, 3.1.C.
MRy KLTH, BEMYAHA  KOTOPOH  IPONOPUHOHANBHA
TPOMIONBHOH COCTABIONIeH BHEIIHET0 MATHHTHOTO TS H,.

Brixoxnoe manpsokerme U(f) Ba JacToTe Ro30ykuetms
® MOxeT GbITh HAlfIeHO H3 CIGIYIOMIEro BRIPAKE U

2 1/2
U,(0) =2, MSNQo, (H 1 H |1~ (H 1 H,}] " -cosar,
roe g, =4z x107 Tuiv - warnntias noctosuuas; M, -
HAMATHIYEHEOCT HACHIICHNS; § - IIOMAMb TONepedHOro

CeuCHHA Cepledmuka; N - KOJTHUECTRBO BHTKOB KATYMIKH
ppykTEsrocTH; Q -no6potHocts  BeXopHoro  LC-xone6a-

TENBHOTO KOHTYPa; @, - MAKCEMANGHEIH Yroji Y0BOpoTa
BEKTODZ HAMATHWYGHHOCTH NOJ  HCHCTBMEM  YHPYIHX
xonebamuil, KoTOpHUl TpOTOPIEOHATEH yruy cxsura; H -
BHOIIHEG MATHHTHOE TONe W H, - MarsuIHoe IONe

a
QHH30TPONHIL
Ha Puc.2 mOKd3aHBI IKCIEPHMEHTANbHAR (TOUKM) H

perciennas mo  pepaxemno mi U, (f) (cmommas
KpUBAS) 3ABHCHMOGTH aMIUIHTY/! BEIXOAHOLO HAlIPKCHMS
MaTUHTOYIPYTOrO ABTIMKA ¢ CePASIHHKOM U3 aMopQuoro
cwapa  FegCopSii By, ¢ KOMHem{IpOBa}LHOﬁ TPOJONBHOK
MATHUTOCTPHKIMEH 1 Honepeqﬂéﬁ HABEJEHHO! MATHUTHOR

aamsoTponmeit. HexoTopoe OTIMYHE BEIYHCICHEOH KpHBOH
OT 3KCHEPHMEHTATEHRIX TOuek 00BACHIETCA TEM, IO IPH

BBLIBOJIE BHIPOKCHUA U1K Uw(f> 0onaranrocs, 4r0 BCKTOD

HAMATHHYEHHOCTH  He
(eppoMarHuTHON JICHTHL

BBEIXOIHT H3 TIOCKOCTH
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Puc.2. 3agucumocms apmaumyon: 661x00H020 Hanpsiocenus
MAZHUIMOYRPY2020 OQMYUKA OM BENUYLINYL MAZHUNIHOZO 1O

3leck Ke NOKA3AHA AHANOTHYHAY 3aBHCHMOCTE  JUi
MAarHUTOYOpPYTOro HaTIuKa  ©  CEPHCYHEKOM M3
MrBETOCTPUKITHOHHOTO - amMopduoro cmraa  Fe,Si, B,
(nysKTHpEas Kpusas). UyBCTBUTSIBHOCTS MaTHUTOYIPYTOTO
JaTInKa C CEpUeYHHKOM H3 aMopQHOro cmiasa
KOMICHCHDOBAHHOH IPOMONGHON MArHATOCTpHKIMEH ¢
TONIePEIHOM HABC/CHHOH MArHWTHON aHI3OTpOmHElt npm
AMIDIATY/IE BANPOKEHEs B30y /IeHHs Ba Ibe3onpeobpaso-
Batene 1B cocrapiser o1 5 10 50 Mxs/uTi, 970 HOUTH B KBa
pasa BhINE, YeM B JIATYMKC M3 MArHHTOCIPHKIMOHEOTO
amop¢HOro cIaBa.

3., MATHHTOMMIOELIAHCHBIE W MEXAHO-
UMIEJAHCHBIA 3O®EKTHI - OCHOBA LOCTPO-
EHAA JATYHKOB MATHHTHBLIX M MEXAHIN-
YECKHX BEJOTUMH,

lpyan  fielicTeus  3TuX JartamKoB Gasupyercs Ha
HCTIONB30BAHHH TaK HA3HIBAEMOTO  THTGHTICKOTO
MarEWTORMIe/aEcHoro agdexra ('MHD) B mexoTopsx
(eppoMarHTHEIX criapax. CymocTs 3Toro  sddexta
3aKITOYACTCS B TOM, UTO TPH IPOXONACHUH [EPEMERHOT0
TOKA Hepe3 JIEHTHI, TUICHKH M MHKPOTIDOBOZIA H3 aMOPQHEIX
()epPOMATHHTHBIX CILTABOB [ION JEGHCTBHEM MOCTOSHHOTO
TIPOSIONBHOT0 MArHATHOTO IOJL IPOMCXOMHT CYIECTBEHHOE
M3MEHEEHe MX mMienanca. OtoT IMHD sempan 6ommimolt
MHTEPEC y HCCTefoBaTeNel MArHHTHEIX MATEPHANOB H Y
paspaboTIHKOB H3MEpHTENBRON Texuukn. [Ipexnonaracres,
910 HA €r0 OCHOBE MOTYT OBITb  CO3NAHB JATYHKH
MATHITHOTO TI071%, HampuMep, WA YCTPOHCTB aBTOMATHKY,
aNNAPATypHl CYMTHBANAS CHIHAIOB C MATHHTHBIX JIHCKOB LT
XpaHeHus EBQODMAIWIH, @ TAKKE NATIMKH MEXaHHYECKUX
BOIWTHH, HADDHMED, CHUIB, ~CMCINeHHi, KpyueHMS K
Bubparna [9].

OcHoBHas cxema HAOMIONCHEA MATHATOHMIGNAHCHOTO
3QQexTa B DPOBONHMKAX M3 aMOP(UEIX (eppPOMATHHTHEIX
CIUIaBOB NoKa3ana ua Puc.3. I'eneparop sricokoi uactotst G
yepe3 OrpanMYMBAIONMA pesucTop R mepeMeHHOTO TOKa
HArpy:eH Ha IPOBOJHMK U3 aMopduoro ciuasa. WaMepsercs
NajeHAe HampsokeEms U OepeEMeHHOro Toka Ha 5T0M
(heppOMATHUTHOM NPOBOJHHKE, KOTOPOE NPH HEH3MCHHOMN
AMIVIHTYAC JIEKIPHYECKOTO  TOKA IPONOPIHMONANLHO
uMmesancy Z  mpopomEmxa.  Ilpm R>>Z mamcmemme
TaNeHH HaOpsKeHus Ha (JePPOMATHHTHOM UPOBOJHHLE
MOKHO ~ CYMTaTh H3MCHEHHeM ero uMmefanca. Ilox
FIelCTBIeM BHEINHEr0 IPOJONEHONO MATHHTHOrO mois H,
TajicHHe OepeMerHoro Hanpaxerns U(H,) mmensercs u ,
COOTBETICTBEHHD, wMendercd  mMmenane  Z(H)
teppomarsurroro mposojmuka. Ha Pucd  moxasamo
OTHOCHTENBHOE M3MEHEHHE NANeHNT HAUPSKEHAL HA JCHTe

auopduni

hepporarkxrxuR
nposomiEX

Puc.3. Ocnosnas exema usmepenun machumoumnedancrozo

agpexma

F=9 My
I=10kA

T T
0 1000 2000 H, A

Puc.d. Jasucumocms omuocumensiozo usmenenus nadenus
HANPSOICERUA 1A NeHME U3 AMOPPHOZ0 CHIGsa om Genuunyl
BHEWHe20 MAZHUMHO20 NOMA

amopQuoro  cmnapa Fe,Siy B, mocne omKHra Jemtsl B
TONIEPETHOM MATHUTHOM TIOTIE.

Hunenanc  amopdsoro (eppomarnutHoro TIPOBOJHHKA
U3MEHACTCA HE  TONBKO [OA JelCTBHEM BHEIIHero
10CTOAIIOTO TIPOAONBHOLO TONA, 1O M NIPH BO3AeHCTBHY Ha
NMPOBOANHK MEXAHHMIECKOIQ HaPAKCHAA O, To ecrs

TNJICHHE IIEPEMEHHOTO HAUPOKEHHT U(Hx,ax) Ha

aMOPHOM TIOBOJMKE BIAETCA  (YHKIMGH BHEmIHEro
MATHATHOTO MONA  H, M MEXaHMECKOro HAIPKEHHA o,

(Puc.3), mpuuem BiAHZE MeXaHMIeCkoro HANPOKEHUS Ha
H3MCHEHHE MAKCHMAIbBOH BENMHYWHEI HMIEJAHCA MOXKET
mpeobnafate HAX  [eHCTBHEM IPONONBHOTO MATHATHOIO
NOMA. Ha Puc5 mnpHBemeHs 9KCHepHMEHTAIBHEIE
3aBHCHMOCTH, IOKAa3BIBAIOMME BINAHHE PACTATHBAIOLIETO
MEXAHIYECKOT0 HaNpsKEHHS Ha IAJIeHHE 3ICKTPHIECKOro
HANDOKEHUA  (WIM MMIIENIAHC) HA JIEHTE  aMop(HOro
(eppomarsuTHOr0  CIUIaBa FesCoySi By, Cuenyer
OTMETHT, YT M3TH0 NIGHTH K
BLI3BIBAIOT  M3MEHEHHE
IIPOBOMHIIKE.

€€ - XpyuCHHE TaKXKe
AMIUIITY B

HalpsDKCHUS  Ha

Puc.5. 3asucumocms nadenus nanpsocenus na nenme us
amopnozo craasa om eenununbt pacmazugaioujezo
MEXAHUYECKO020 HARPAJICENUS

/

Coromuas  wpusag | ma’ Puc.5 COOTBETCIBYET
HEHANPLKEHHOM NenTe (JICHTa N0CHe OTKHTa), a TyHKTHPHAS
KpuBas 2 - nedre C BH}ﬂ'pC}}HPDvIH MEXaHHYECKUMA
HanPsDKCHEIMH (JenTa 6e3 TepMoobpaborx),

MaxcmMansHoe

SHAYCHHC  M3MEHGHHS  DajieHus
BAUDDKEHAS (WM COOTBETCTBYIONEE  M3MeHeHHe
HMUefiaHca) B aMOPQHBIX CIUI@BAX C HONEPETHOH
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NIPOROIBHOM HABENIEHHON MArHHIHOM aHH30TpONHMEll.  TOA
felicTBEEM ~ MATHMTHOTO  DONS K MEXaHMYECKOro
HAIPSKEHHS MMEET PHMEPHO OfKH IOpAfoK. IIpw 3T0M, B

nojapuomeM OONBUIMHCTBE — CiyaaeB, B JIGHTAX
aMopuEIX  (epPOMATHMTHBIX ~ CIUIABOB  MEXAHWICCKOE
HANpKeHWe ~ OKaspiBaeT  Gompmee  BNMAHME I

MaKCHUMAaJIbHYI0 BETHIHHY H3MEeHeHHd HMMIeaHca, 4YeM
BO3[EHCTBUE BHEIUHEr0 MaTHUTHOTO NOJI.

4. HEKOTPBLIE gEBYJIBTATbI JIABOPATOPBBIX
HCCIEJOBAHHHI

Jlaboparopuble  MAKEThl MArHHTOYNPYTMX JaT4HKOB
MaTHUTHOTO TOJA Ha 6ase CEPHCYHHKOB M3 aMOpP(HbIX
CIUIaBOB MMEIOT CIENYIONIe OCHOBHBIC XapaKTePHCTHKH:

- mpu vactoTe Bo3Gyxaenus 200 kT +1 MI'Il nuanason
4ACTOT H3MEPAEMOro MaTHUTHOTO NOJA MoskeT Obits ot 0 1o
1+10 Kl

. [OpOT UYBCTBHTENBHOCTH Ha YacToTax Bhime I
cocrasnger 10 + 30 ®Tnlw™  mpu mmmse amopguoro
cepnemmKa farduxa 5+10 Mm;

- gyscTuTenbHOCTE 10 150 MKB/u T,

- oTpe6semas JATIMKOM SJICKTPHUECKas MOUIUOCTH
1 MBT;

- IMANa30H H3MEPAEMEIX MarHUTHBIX nonel £2,5-1 0* T

- Macca gmarumka B cope (6e3 3MEKTPOHHKH) MOXET
coctaBiaTh 5+10 T.

[TorpemsocTd  JaTdgka 10 [EPEMCHHOMY TOKY B
OCHOBHOM ONPENENSIOTCS 3ICKTPOHHOH —CxeMoif, a B
IOCTOSHHOM MArHHTEOM TIONe ONPEAEIAIOTCA CIABHIOM MeTIIH
[HCTEpe3ncd M 3aBHCAT OT MAPHMTHBIX — XAPAKTCPHCTHK
aMOp(HOrO  CIUIABA H €0 JOMEHHON CIPYKTypel —TNocie
TepMo06pabOTK.

IlpemdymecTsa [JaTduka - Maible pasMepsl, HU3Kan
noTpebiseMas MOIIHOCTb, MOCTOSHCTBO YYBCTBHTENLHOCTH
B paboyeM JHANA30HE YacTOT.

K HemocraTKaM JNAT9MKa CIEAyeT OTHECTH IOBBIIERNYIO
qyBCTBUTENBHOCTS K aKyCTHUCCKHM ITyMaM H BHOpamjma,
He10CTATOTHO HH3KMM TOPOT YyBCTBUTENIBHOCTH M HH3KYIO
TEXHONOTHYHOCTS H3TOTOBIICHUA MEMEHTOB IATIHKA.

Ha Puc.6 mpuseniena ONOK-CXeMa TPEXKOMIOHEHTHOTO
JaTIHKA  MAreEWTHOM MEmyxumH  [5] ¢ moporom
TyBCTBUTENBHOCTH 10 Tomo ke xyxe 0,01 #Tnlu™ s
prrepsaie yactoT 10+300 ',

Ilpencrapnenssiii msMepurens — coctomr M3 Guoka
narTaukoB BJ] s H3MEpeHMs TpeX KOMIOHEHT KOS,
yemnureneil ¥,  dasoex ferexropos ]I, sIEKTPOHHEIX
perywropos 3P, remepatopa  BosOyxpenna IB n
xommyTaropa kananos KK. B cBoio ouepes kaxaplil 13 3-X
JaTYHKOB coctomT u3: 1 - mmesompeobpasopatens, 2 -
cepiedtmka u3 aMopdHOTO (eppOMArHUTHOIO  CINABa,
3 - mpHeMHOM KaTyluky, 4 - KaTymke ofpaTHoit cBs3d, 5 -
MEIHOTO HKpaHa, 6 - H30MHPYIONIeH IPOKIANKH.

OmmrauTensHo 0c06EHHOCTBIO OIIHCAHHOTO
M3MEpHTENS  SABILETCA T0, 4YTO /U YMCHBLICHHS
HENHHEIHOCTH €ro BBIXONHOM XapaKTEPHCTHKH B CXEMY
BBEfieHa B KAXIOM Kamaie OTpHIaTeNnsHas oOpaTHas cBssb
[0 MATHUTHOMY TOJIO, COCTOSIMIAf M3 KaTymkH oOparHoll
CBA3M 4 1 MEKTPOHHOTO peryisropa IP.

THraHTCKi MarHHTOMMICHaHCHENT Sext, KoTOpEIl
OIICAH B MPEIbLAYLIEM pasfiere, MO3BOILIET TakxKe CO3NATh

pa3noo6pasisie JATUMKE MarmuTHOro mons. Ilpw a1oM 370
MOTyT OBITh B IEPBYIO O9epelih NATTHKH Uld M3MEpEHHd
MATHUTHAIX T0JeH cpeHeit HHTCHCHBROCTH.

i1

Puc.6. Brok-cxema mpexkoMnoHenmuoz0 0amuuxa
MagHUmMKOL UNOYKYUY ¢ ynpyeum 030yucoenuem

B xauectse mprmepa Ha Puc.7 MOKa3aHa KOHCTPYKIHA
MAarniTOMMIEJAHCHOTO0 NATYHKA, OPSIHA3HAYCHHOro It
cpema nHbOPMAITHH ¢ MATHUTHOTO JMCKA.

'—-—“—-—“

Puc.7. Maznumoumnedancubili 0amuux Ons cuumulanus
unopmayuil ¢ MAZHUMHO20 OUCKA

MarmiTouMIeaHcHeil eMeHT 1 B 9TOM JaTumke
BLINONUEH HA aMOp(HHOM (EPPOMArHHTHOM MPOBOJHUKE
nuaMerpoM 5+30 MM, KOTOPBIH [OKPBIT JIHINEKTPHUCCKHM
TNOKPLITHEM 2, HA KOTODOE € OMHOH CTOPOHB! HAaHECEHO
HejbeppOMATHITHOE TIOKPBITHE 3, @ C JAPYTOH - PE3UCTHBHOE
nokpsitne 4. Beomel 5 chykar WA HONTOYEHHA
MITAIOMEr0 TEHepaTopa M  H3MepHTeNsHoro mpubopa
COTJIACHO CXEMe, TIpeAiCTaBNenHol Ha Puc.1.

UyBCTBHIENBHOCTS  NYUIIMX  MACHHTOMMIEAHCHBIX
JIATYHKOB TIOCTOSHHOTO MArtuTHOro 103 coctapiser 0,5+20
MxB/uTn  ma y3KOM YJacIKe BO3DACTAIOMIEH BETBH
X8paKTEPUCTHKH NPH TOAXOJE K MAKCHMYMY HM3MCHCHUA
uMiefagca. Ha cmagaiomedl  ReTBH  XAPAKTEPHCTHKH
YyBCTBUTE/IBHOCTD Ha OIHH-/IBA TIOPS/IKE HIDKE.

K HepocTaTkaM AaTIMKAa MAarHHTHOTO IOJA HA OCHOBE
MariHTOMMIIEJaHCHOTO s¢dexta OTHOCATCH
4yBCTRHTENBHOCTS K MEXaHHTECKHM BO3AEHCTBHAM, Gonbias
BeJIHUHHA THCTEPE3Hca, HeoOXOIMMOCTh B MArHUTHOM I0Jie
CMEU(eHHs ~ HIH  COOTBETCTBYIOIEM  MEXAHUYECKOM
HanpsKeHHH.

K DONOXWTENBHGIM ~ MOMEHTAM MOXHO OTHECTH
BOIMOKHOCTE CO3NAHUA JaTyhka 6e3  HCIHOMB30BAHMA
KaTylleK  HHIYKTHBHOCTH, OTHOCHIENBHYIO ~IIPOCTOTY
faTyuka. MarsHTOMMIIEaHCHbIE nm}m@{ MAarHHTHOTO TOJIL
MOTYT ~ HaliTH  JIOCTOFHOC NDHMCHEMNC B pasiATHbIX
TEXHUNECKMX YCTIpolictBax  mp# pabote B muanasone
CPE/IIULX MarHHTHEIX ToJied 0T 210% 50 2,510% Tn.

Umeromascs  CHIbHAS  3aBHCHMOCTR  MMIIEJlanca
TpoBOMHHKA 13 aMop(HOTe (epPOMATHMTHONO CIUIABA  OT
IPIWIOKEHHOTO K STOMY  TIPOBOJHMHKY MEXaHHYECKOr0
nanpsKenHs (PACTUKCHIA, CKATHA, KpYIeHHs, W3rnia i ix
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KOMOMHAIKH, Hanpumep, TOYEYHOE JABIEHUE HA yJacTOK
aMop(HO# eppOMATHHTHOM JEHTR) UO3BONAET CO3NATH
MaynorabapuTHbIe JATIMKH  MEXAHMYECKHX  BCJTHYMH,
KOTOpBIE e CONePXKAT KaTyIeK HHAyKTHBHOCTH (Puc.8)

a) 6)
Pric.8. Hexomopbie KOHCIMPYKYUY YYGCHIGUMENbH020
oJieMenma OamuuKos Cuabl: @) ¢ ynpyeum u 6) c cecmxum
. KpemienusMu aMopQHo20 nposooRuKa

B 060HX BO3MOXHBIX BapHaHTaX KOHCTPYKUHH JATIHKOB
CHUTEI, JaBJICHIA WM CMCWEHH  aMOopdHblif
(beppoOMarHuTHBIE  TpOBOARMK - 1  3akpemned Ha
JWONEKTPIaeckol skecTkoff mommoxkke 2. K komuaMm
(beppOMATHHTHOTO TPOBOJHMKA npuuaskel Koutaktsr K-K.
Mexanmgeckue yCwius nepefaiorcs Ha (eppOMarHHTHBI
nposouuk mibo wuepe3 YNpyruif SIeMEHT KpervleHus 3
(Pric.8a), mibo HenocpeAcTBEHHO qepes Tonkarens (Puc.80).

Paspemaromas  CIOCOOHOCT  MATHHTOMMIIEJAHCHOTO
JATYMKA [0 MEXAHMYCCKOMY HANPDKCHHIO HA YHYacTke
nomsema mvmenanca ~ 10%+10° B, Oro swauurensho
MEHBIIE, YeM B MATHHTOYLPYTOM JATYHKE CHIB HA OCHOBE
amopdHOro  CImaBa. MaxcuMansioe  3uadenne
MEXAHHYECKOr0  HAmpMKCHHA  Ha  KOHIE  YyacTka
xapakrepuctuki nocrraet ~3-10°HAL,

MarsuTOMMIE@HCHEE  JIATIMKH  HMEIOT  BBIXOJHOH
CHTHAN B BHJE @MIUIMTYJSl TNCPEMEHHOTO  HANDOKEHHA
BLICOKOH YaCTOThl M IIO3TOMY MOryT MMCTB IUIOCKYIO
AMIUTHTY/IHO-YaCTOTHYIO ~ XaDAKTCPHCTHKY B [MANa3oHe
gacroT ot 0 go equmu MI'L, Cepbe3HbiM IPEHMYIIECTBOM
MEXaHMUECKHX JATIHKOB 1A OCHOBE MATEHTOHMIIEJAHCHOIO
sdexra mepe TEH30PEIUCTOPAMH SBIFETCA HX BBICOKAA
TempepaTypHas  crabmmeHOcTh. B ommmme 0T
MArHHTOCTPHKIOHHBIX MEXAaHWIeCKMX ~ [ATYHKOB
MeXaHUUECKHe ATIMKA HA OCHOBE MArHHTOHMIIEJAHCHOIO
3Qexta MOIYT HMETh 3HATHICABHO (ONEE BHICOKYIO
YyBCTBUTEJBHOCTE, Tak KaK  MAKCHMYM  M3MCHEHHA

curnana AU/U, cootserctsyiomuit A/ wu Ao/o mmeer
MECTO HA  HAYAIBHOM YUaCTKE  XApAKTEPHCTHK
MarHHTONMIeRancHoro aQdekra, xorna Al B pesymsrare
NIPOONEHON MATHHTOCTPHKIMH COCTABIAET NI COTHIS
JOTY OT BENHYHHS MATHHTOCTPHKLMH HACHIIIEHHS.

K HemocTaTkaM MEXAHWIECKHX [ATYMKOB Ha OCHOBE
MEXAHOMMIIEAHCHOT0 I((PEKTa MOXHO OTHECTH BIMSHUE
BHENIHMX MArHHTHBIX [OJel, BIHSHHE SIEKIPHIECKOro
COGITUHEHHS H HIEMERTOB KPEIUTCHHA.

5. BBIBOJIBI

1. Tlokasasa BO3MOXHOCTH CO3NAHMA ManoraGapHIHSIX
HAaTYUKOB  MArHHTHBIX noJei NIpH  HCHONB30BAHHH
MarHHTOYIIPYIOT0 B3aHMONEHCTBMA B ()eppOMATHHTHOM
CIIaBe  C  KOMNEHCHPOBAHHON  MArHMTOCTPHKUHEH.
Janpuefiwiie  uccinenoBanus B 3T0oH  ofnactH  HMeloT
OTPOMHYI0 [TEpCHCKTMBY M  TO3BOMAT B Gmmkaifmens
ppeMeru pa3paloTath JATUVKH, KOHKYPEHTOCTIOCOOHEIE,
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HalpHMep, C MHAYKIMOHHEIMM JATTHKAMH LIS H3MEPENns
BEChMa CIIA0BIX MATHMTHBIX TOJIEH,
060cHOBAIEL

2. Buepssie TEXHHYECKHE  pellIeHH ,
MO3BOJIAIOMIME  CO30ATh  PA3HOOOpAsHble  JATIHKH
MEXAHHYCCKHX BENWYMH HA OCHOBE MEXaHOMMIIE[AHCHOIO
sfpdexta B aMOPGHEIX M HAHOKPHCTAUINYECKHX
(eppoMarEHTHBIX CILIABaX.
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Abstract- The possibilities of application of amorphous and
nanocrystalline alloys for elaboration of magnetic and
mechanical sensors are considered in the paper. The
functioning principle and the sc eme and constructive
realization of such sensors are apalyzed, Some results of
experimental investigations are presented.

Application of New Magnetic Materials for
Elaboration of Maguetic and Mechanical Sensors
Vitalij Nichoga, Oleg Sokol-Kutylovskij
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COMPARATIVE ANALYSIS OF MS LATCHES AND FLIP-FLOPS FOR
HIGH-PERFORMANCE AND LOW-POWER VLSI SYSTEMS

Vladimir Stojanovic and Vojin Oklobdzija*
University of Belgrade, Yugoslavia, *Integration, Berkeley, CA, USA

Abstract - In this paper we propose a set of rules for consistent
estimation of the real performance and power features of the
latch and flip-flop structures. A new simulation and optimization
approach is presented, targeting both high-performance and
power budget issues. The analysis approach reveals the sources
of performance and power consumption bottlenecks in different
design styles. Certain misleading parameters have been
properly modified and weighted to reflect the real properties of
the compared structures. Furthermore, the results of the
comparison of representative latches and flip-flops illustrate
the advantages of our approach and the suitability of different
design styles for low-power and hi gh-performance applications.

1. INTRODUCTION

Interpretation of published results comparing various
latches and flip-flops has been very difficult because of different
simulation methods used for generation and presentation of
results. Certain approaches, [1], [2], etc., did not illustrate real
performance and power features of the presented structures. The
main reason for that was the improper consideration and
weighting of relevant parameters. In this paper we establish a
set of rules in order to make comparisons fair and realistic: first,
definition of the relevant set of parameters to be measured and
rules for weighting their importance; and second, a set of
relevant simulation conditions, which emphasise the parameters
of interest. The primary goal of simulation and optimisation
procedures was the best compromise between power
consumption and performance, given that the limitation in
performance is usually imposed by the available power budget.

2. ANALYSIS
2.1. Power Considerations

Data activity rate, ¢¢, presents the average number of
output transitions per clock cycle. We have applied four
different data sequences where: ...010101010..., & = 1, reflects
maximum internal dynamic power consumption; however,
depending on the structure, the sequence 111111, can in
some cases dissipate more power. Pseudo-random sequence
with equal probability of all transitions (data activity rate
¢ =0.5) is considered to reflect the average internal power
consumption given the uniform data distribution. Sequence:
L111111..., o = 0, reflects the power dissipation of precharged
nodes while ...000000.., « =0, reflects leakage power
consumption and power spent on internal clock processing.

Dynaimic power consumption can be estimated by:

N
P, = fCeﬁVafd2 , where Cofr = > ik C;
i=1

(M

O o is the switching probability of node i (in regard to the
clock cycle)

O kis the swing range coefficient of node i (k;=1 for rail to |
rail swing) '

o G isﬂ_le total capacitance of node i
O fis the clock frequency
00 Vdd is the rail to rail voltage range (supply voltage)

Fig. 1 describes differences in switching activity, and
therefore power consumption, for different design styles.
Capacitances Ciouai, Cprecharge a1 Coue are calculated taking into
account the C; and k; coefficient of each node in the circuit.

Switching parts

Static design
All nodes
Nothing

1 Precharge, Single-ended

All nodes

__ . __ Precharge
nodes

Output
Nothing

Cyp = Coreas(P@ > D+ pl > 1)+ C,,, (PO =1+ p(1 - 0))

Precharge, Differential

C,eenq - Precharge nodes on one side of differential tree

Couq - Single-output nodes

Ceﬁ=CP,echép(0 -1+ p(l >0+ p0—->0)+ pQ =)+ Eou,ép(o —1)+ p1—0))

Fig. 1. Sources of internal, dynamic power consumption

Semi-Dynamic structures are generally composed of
dynamic (precharged) front-end and static output part. Thus
we designated two major /effective capacitances: Cprecharge and
C,.: , each representing the corresponding part of the circuit. It
is shown on Fig. 1 thaf these two capacitances have different
charging and discharging activities.

Total effective precharge capacitance of semi-
dynamic, differential structures is comprised of two effective
capacitances of the same $ize: Cyrecharge A0 Cprehargeps, Which
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actually represent the two complementary halves of the
precharged differential tree.

We used the MEASURE average power statement in
HSPICE to measure the power dissipation of interest. Results
were compared with the earlier power measurement method
presented in [3] and showed the same level of accuracy.

There are three main sources of power dissipation in
the latch:

O Internal power dissipation of the latch, including the power
dissipated for switching the output loads

U Local clock power dissipation, presents the portion of
power dissipated in local clock buffer driving the clock input
of the latch

U Local data power dissipation, presents the portion of power
dissipated in the logic stage driving the data input of fhe latch

The parameter Total power refers to the sum of all
three measured kinds of power.

2.2. Timing

Stable region, Fig. 2, is the region of Data-Clk (the
time difference between the last transition of Data and the
latching Clock edge) axis in which CIk-Q delay does not depend
on Data-Clk time. As Data-Clk decreases, at certain point, Clk-
Q delay starts to rise monotonously and ends in failure. This
region of Data-Clk axis is the Metastable region. Metastable
region is defined as the region of unstable C/k-Q delay, where
the Clk-Q delay rises exponentially as indicated by Shoji in [7].
Changes in Data that happen in the Failure region of D-Clk are
not transferred to the outputs of the circuit.

410
] Statle rego
390 «— reg
370 - E D
w3 F
= o
TR
o
E ol & OlkQstatle
Deq
it Y
] U
270 *Qiirmmse(upﬁme ¥
%O T T T T T T T T
80 60 40 -20 0 2 40 60 8 100
D - Clk delay [ps]
Fig. 2. Strongdrm110 flip-flop, Stable, Metastable and Failure
regions

The question arises of how much we can let the C/k-Q
delay be degraded in the Metastable region and still have the
increase in performance (due to the minimum in D-Q) and
insured reliability?

Dcg | [6], is the value of Clk-Q delay, Fig. 2, in the
Stable region, and U , [6], is the minimum point on D-Clk axis
which is still a part of the Stable region.

In Metastable region D-Q curve has its minimum as we
move the last transition of data towards the latching edge of the
clock. It is clear that beyond that minimum D-Q point it is no
longer applicable to evaluate the Data closer to the rising edge
of the clock. We refer to D-Clk delay at that point as the

optimum setup time, the limit beyond which the performance
of the latch is degraded and the reliability is endangered.

Our interest is to minimize the D-Q delay (or DeotU,
as defined by Unger and Tan, [6]) which presents the portion
of time that the flip-flop or Master-Slave structure takes out of
the clock cycle. Since Dco+U > minimum D-Q (as defined in
Fig. 2) it is obvious that the cycle time will be reduced if it is
allowed for the change in Data to arrive no later than the
Optimum setup time before the trailing edge of the clock.

In the light of the reasons presented above, we
accepted the minimum D-Q delay as the Delay parameter of a
flip-flop or Master-Slave latch.

Metastable region consists of Setup and Hold zones.
Last data transition can be moved all the way to the optimum
setup time. First or late data transition is allowed to come after
the hold zone. -

Hybrid design technique, [9], [13], [14], shifts the
reference point of hold and setup time parameters from the
rising edge of the clock to the falling edge of the buffered
clock signal which ends the transparency period. In this way
the setup and hold times measured in reference to the rising
edge of the clock (as conventionally defined for flip-flops) are
functions of the width of transparency period since their real
reference point is the end of that period (just like in custom
transparent latches).

3. SIMULATION
3.1. Test Bench

Data In

S s
Cik _Cl
an Q=11
[ Cl

I Cl
Fig. 3. The simulation test bench

Buffering inverters on Fig. 3 provide realistic Data
and Clock signals, while themselves fed from ideal voltage
sources. Capacitive loads simulate the fan-out signal
degradation. Since buffering inverters dissipate power even
without any external load (due to their internal capacitances)
we made the corrections of measured power of the shaded
inverters, Fig. 3, by interpolating the power over the wide
range of loads. In case of the Data inverter, the correction took
into account not only the inverter’s intrinsic capacitance, but
also the load Cl.

Parameters of the MOS model used in our
simulations are shown in Table 1. For given technology, load
capacitance Cl =200fF equals the load of 22 minimal inverters
(wp/wn = 3.2w/1.6u). Dependence of power consumption on
clock frequency appeared to be nearly linear (since the
throughput was increased acc/mrdingly), so we decided to fix
the frequency at 100MHz. /
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. Nominal ftof | Total Internal | Clock | Data Total | Dela PDPyot
Table 1. MOS transistor model parameters conditions | T’s. | gate | power | power | power | power [ps]y (1]
Toclmivilogy: width | [wW] | W] | W] | [uW]
[u]
Channel length 2 pm PowerPC 16 185 56 46 5 107 266 28
Min. gate width 1.6 pm HLFF 20 162 126 18 3 148 199 29
Max. gate width 22 pm SDFF 23 167 178 27 2 207 187 39 .
| Vip,n | 0.7V mCMOS | 24 | 170 114 15 6 136_| 292 40
SA-F/F 19 214 137 18 3 158 272 43
MOSFET Model: StrongArm | 20 215 141 18 3 162 275 45
Level 28 modified BSIM Model K6 ETL 37 246 330 15 5 349 200 70
SSTC 16 147 134 22 4 160 592 95
MOS Gate Capacitance Model: DSTC 10 136 172 22 4 198 629 125
; SSTC* 16 86 132 14 1 146 898 131
Charge Conservation Model DSTCH 0 | 76 | 112 | 13 1| 185 | 1060 | 196
Conditions: Table 2. General Characteristics
Nominal Vdd=2V, T=25°C .

4. TRANSISTOR WIDTH OPTIMIZATION

All structures were optimized both in terms of speed
and power. We used the Levenberg-Marquardt optimization
algorithm embedded in HSPICE. The search direction of this
algorithm is the combination of the Steepest Descent and the
Gauss-Newton method. A variety of other optimization
algorithms is available today, like the ones presented by Yuan
and Svensson, in [11] and [12]. Both algorithms will eventually
lead to good results when applied to logic structures, but they do
not take into account the setup time parameter and therefore the
effective time taken from the cycle.

First step is the optimization of both Clk-Q delay and
Total power, which essentially presents the optimization in
terms of PDP with the addition of the Total power parameter.
Next step is the calculation and correction of the minimum D-Q
taken as the Delay parameter. The problem arises in how to
calculate the Delay and find the minimum PDP in one step.
Several iterations are needed to achieve satisfying results.

New automated tools are needed especially because the
existing ones consider the Clk-Q delay as a relevant parameter
for the optimization. If we try to optimize MS latch in terms of
the classical PDP (Clk-Q * Internal Power) the result will be
minimal Master latch optimized for low power, and Slave latch
optimized for both speed and power. The “optimized” structure
will have excessively large setup time thus requiring the larger
clock cycle to meet the timing requirements. The reason for such
result is that the optimizer does not “see” the real performance
through Clk-Q delay.

5. RESULTS

We have chosen a set of representative latches and flip-
flops which have been designed for use either in high-
performance or in low-power processors.

Results of the simulations are shown in Table 2. Power
dissipation parameters presented in Table 2 are for the pseudo-
random data sequence with equal probability of all transitions.

The point of minimum Power-Delay Product exists and

presents the point of optimal energy utilization.
PDP,, parameter is the product of the Delay and Total power
parameters. We have chosen the PDP, as the overall
performance parameter for comparison in terms of speed and
pOWET.

Main advantages of PowerPC 603 MS latch, Fig. 8,

presented in [4], are short direct path and low-power feedback.
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But, it has a big clock load which greatly influences the total
power consumption on chip.

" Modification of standard dynamic C*MOS MS latch,
Fig. 16, has small clock load, achieved by the local clock
buffering, and low-power feedback assuring fully static
operation. It is slower than PowerPC 603 MS latch. The faster
pull-up in PowerPC 603 MS latch is achieved by the use of
complementary pass-gates, which are less robust. Unlike
classical CMOS structure, mC*MOS is robust to clock slope
variation due to the local clock buffering. ‘

Milestones of hybrid-design technique are HLFF, Fig.
11, [9] and SDFF, Fig. 12, [13]. SDFF is the fastest of all the
presented structures. The significant advantage over HLFF lies
in very little performance penalty for embedded logic
functions. SDFF’s larger front-end increases the clock load,
but is needed to charge large effective precharge capacitance.
The size of this capacitance causes increased power
consumption for data patterns with more “ones”.

K6 Edge-Triggered-Latch, Fig. 13, [14], is dynamic,
self-resetting, differential, hybrid structure. It is very fast but
has very high power consumption independent on the data
pattern. :
Precharged sense-amplifier stage SA-F/F, Fig. 14, [10], and
the flip-flop used in StrongArm110, Fig. 15, [8]. Have the
speed bottleneck in output S-R latch stage. Uneven rise and
fall times not only degrade speed but also cause glitches in
succeeding logic stages, which increases total power
consumption. The additional transistor in StrongArm FF, only
provides fully static operation, with little penalty in power and
delay. :
SA-F/F, StrongArm110 FF, and self-reset stage in K6
ETL have a very useful feature of monotonous transitions at
the outputs, which drive fast domino logic, [14], [15]. These
structures also have very small clock load. !

The SSTC* and DSTC* MS latches, Fig. 9 and Fig.
10, were simulated with minimized Master latch, as proposed
in [5], and optimized Slave latch. W

Using our optimization approach we
approximately 40% better tesults, in terms of PDPy.

Minimized /Master latch in SSTC* and DSTC*
suffers from substantial voltage drop at the outputs, due to the
capacitive coupling effect between the common node of the
Slave latch and the floating high output driving node of the
Master latch. The optimized Master latch consumes more
power than the minimized one but minimizes the portion of
short circuit power dissipated in the Slave latch. With this

got
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tradeoff, power remains the same and setup time is si gnificantly
reduced which leads to much better PDP,,. However, the
presented capacitive coupling effect along with the problems
associated with the glitches at the data inputs, noted by Blair in
[16], result in much worse performance and power features
compared with other presented latches, even for the optimized
structures SSTC and DSTC.
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Fig. 4: Overall Delay comparison

For systems where high-performance is of primary
interest, within available power budget, single-ended, hybrid,
semi-dynamic designs present very good choice, given their
features of negative setup time, and small internal delay. They
have comparable power dissipation to Static MS latches, but
much better performance .

Low-power pass-gate style used in PowerPC 603 and
modified C*MOS style are good choices for designs where
speed is not of primary importance.

Fig. 5 presents the ranges and distribution of PDP,,, for different
data patterns. Symbol m designates the point of power
dissipation (PDPy) for average activity data pattern.

. 80

70 - Bl

PDPtot [fJ]

03885883
0

FF
Fig. 5. Ranges of PDP,,,

Detailed timing parameters of the presented structures
are shown in Table 3.

On the basis of our comparisons, differential structures appear to
be worse than single-ended ones.

Differential structures switch for all data patterns and
have doubled input and output capacitive load. Differential
latches based on DCVS logic style suffer from uneven rise and
fall times which can cause glitches and short-circuit power
dissipation in succeeding logic stages.

Despite all described disadvantages, differential
structures have the unique property of differential signal
amplification. In case where logic in the pipeling operates with
reduced voltage swing signals these latches have the role of
signal amplifiers, i.e. swing recovery circuits, [10]. Thus, the
logic in the pipeline is the party that saves power and not the
latches themselves. Overall power dissipation of such pipeline
structures is decreased, but latches themselves are not ideal low-
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power structures, when tested solely. This is the reason why
they appear to have a bad compromise between power and
delay in comparison with other single-ended structures. Since
the future of low-power systems lies in reduced signal swing,
the importance of differential logic and latching structures is
increasing.

Nominal Clk- Clk- Min. Min. Opt.
conditions Qhl Qlh D-Qhl D-Qlh Setup
[ps] [ps] [ps] [ps] time[ps]
HLFF 195 191 199 155 -21
PowerPC 145 139 266 220 79
SDFF 176 176 187 143 21
mC2MOS 193 188 292 282 92
Strong Arm 262 162 275 171 35
SA-F/F 262 162 272 168 -35
K6 ETL 168 200 -4
SSTC 97 301 374 592 267
DSTC 98 318 375 629 263
SSTC* - | 150 393 639 898 476
DSTC* 200 500 716 1060 480
Table 3. Timing parameters
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Fig. 6. Total Power range vs. Delay

On Fig. 6, hybrid structures show the best
performance, as they really should, due to the negative setup
time. If only Clk-Q parameter is taken as the valid
performance indicator, the positive setup time of the MS
structures is hidden and they become comparable, if not better
than hybrid ones. This is illustrated on Fig. 7, where PowerPC
603 MS latch becomes the “fastest”, mC°MOS MS latch
becomes as “fast” as HLFF and DSTC and SSTC MS latches
become comparable to other structures in terms of “speed”.
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Fig. 7. Total Power range vs. Clk-Q
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The amount of power consumed for driving the clock
inputs of each structure is shown on Figure 17.

0 10 40 50

20

Local Clock power consum ption [uW]

30

Figure 17. Local Clock power consumption

6. CONCLUSION

The problem of consistency in analysis of various latch and flip-
flop designs was addressed. A set of consistent analysis
approach and simulation conditions has been introduced. We
strongly feel that any research of the latch and flip-flop design
techniques for high-performance systems should take those
parameters into account. The problems of the transistor width
optimization methods have also been described. Some hidden

weaknesses and potential dangers in terms of reliability of
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previous timing parameters and optimization methods were
brought to light.
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Abstract

In contrast to previous bulk optic approaches this
letter describes a novel all-fibre polarimeter for
chemical sensing using D-fibre. The polarimeter is a
single fibre sensor and less sensitive to environmental
comparison with the two fibre

fluctuation in

interferometric  sensor.  Theoretical  sensitivity
calculations are developed using a finite difference
method in order to provide design parameters to assist
in implementation of the polarimeter. The overall
retardation stability of this D-fibre polarimeter was
measured to be 0.35x2n rad/m/K and the phase
chaﬂge corresponding to the antibody protein ( «HCG
and aHSA ) monolayers was 0.42x27 demonstrating
benefits of the for wuse in

the technique

biotechnological applications.

1. Introduction
Recently there has been a considerable interest in the

development and use of optical fibres in the field of

biosensors especially due to the possibility of in vivo

use [1-4]. The main advantages of single fibre optodes
(optrodes) are their compactness, flexibility of use,
and their extremely small size. ‘Other potential
advantages are their mechanical flexibility, their
immunity to electromagnetic field variations,
inexpensive construction, transmission of only low-
energy radiation and good biocompatability, so
application in a catheter is one of the possibilities.
Optical sensor systems range from non invasive, fast
responding on-line sensors based on turbidometric
methods to continuously functioning chemo- or bio-
optodes. In most of the optical-fibre biochemical
sensors used nowadays the fibre is only used as the
lightguide from source to sensing element, which is
attached at the fibre end [3]. An effective method,
however, involves the use of the fibre itself as the
sensing element as well as the lightguide. In this letter
the feasibility of using polarisation allowed to adsorb
onto 10 cm length of the D-fibre. The advantages of a
sensor to the two arm

polarimetric compared

interferometric sensor are its simplicity and low
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sensitivity to environmental fluctuations. The trade-
off, however, for the polarimeter is that of lower
sensitivity to the refractive index changes on the

surface [4].

2. Theoretical Analysis

Dyott and Schrank [5] have shown that D-shaped
cross-sectional fibre can be obtained by pulling fibre
from a preform having a polished flat. The
fundamental advantage of D-fibre is the closeness of
the core to the flat surface of the fibre, and hence a D-
fibre can be constructed which allows ready access to
the evanescent field of the guided light. In the
theoretical analysis it is assumed that two orthogonally
polarised modes can propagate (i.e. the quasi-TE and
the quasi-TM mode). The velocity of the two modes is
slightly different by the virtue of the asymmetric shape
of the D-fibre and its elliptical core. Moreover greater
access to the bulk of the evanescent field on the
surface can be achieved with smaller d-distances (flat
surface/core distance). Any change in the refractive
index near the surface of the D-fibre can modulate the
propagation characteristics of tl:lese two modes. The
sensitivity change in the refractive index profile of the
two modes is different due to their differing
penetration depths. Consequently any biochemical
modulate the

process on the D-fibre flat will

polarisation of the light passing through the fibre [6].
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The waveguide analysis is based on a well-established
finite difference (FD) method programme which has
been developed and used for several years and has
been shown to produce reliable and accurate results
for both planar and circular fibre geometries [7,8].
The basis of the procedure is to replace the wave
equations by finite difference relations in terms of the
field at discrete points. The Rayleigh Quotient is used
to establish the effective refractive index ng of the
mode after each iteration [7,8].

The sensitivity of the D-fibre as an evanescent wave
sensor strongly depends on three parameters; namely,
the d-distance, the core diameter, and the core/cladding
index difference (An). In [7,8] it was concluded that
meximum sensitivity can be achieved by increasing
(An) and by reducing the core diameter and d-distance
taking into consideration the practical limitations. Here
the calculations are limited to the commercially
available D-fibre which was used in the experiments
comprising a
2x4pm core ellipse, with An=0.036, and K=1.33pﬁ.
The FD programme was used to model the exact shape
of the D-fibre rather than using a planar waveguide
approximation [6]. The programme was executed for
the above parameters to evaluate the effective

refractive index (ng) for both modes. The normalised

birefringence B is related to the effective refractive

indices of the quasi-TE mode 7. , and quasi-TM mode

n, following [7]:
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B=n-n - (D
Inserting values for the D-fibre into (1) yielded B=4.18
x10"4 which was in good agreement with the actual
value of the fibre. This value corresponded to
approximately 0.85 nm penetration depth difference
between the two modes according to:

d,= l/kﬂ/ne2 -n,

where d, is the penetration depth, ko =27/ A and

ngy is the cladding refractive index. The biochemical

sensitivity of the D-fibre sensor depends upon the
difference in penetration deioth of the evanescent fields
of the modes at the fibre flat. Hence the extent of the
biochemical response depends upon the d-distance.
Moreover it is clear that the protective silica layer and
most of the cladding layer have to be removed in order

to provide greater evanescent field penetration.

The geometrical birefringence calculated as a function
of d-distance using (1) and the FD programme is
shown in Fig. 1 (characteristic a ). The outer layer
(buffer solution) is assumed to have refractive index
of 1.33 (water). It may observed from Fig. 1
(characteristic a) that the maximum birefringence is
achieved when the d-distance is zero and only at d-
diances less than 1.5 um does the birefringence
significantly deviate from the large cladding thickness
value of 2x10-4. Furthermore the biochemical

sensitivity behaviour can be calculated in similar

manner. An adsorption of biological macromolecules
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such as antibodies, with refractive index 1.45 and
thickness 4 nm, was assumed [3]. Using Fig. 1
(characteristic a) the resulting increase in phase
change A®D from the protein monolayer adsorption
was calculated as a function of d-distance according to
AD = ABLk, , where L is the D-fibre sensor length
(interaction length) and AB is the change in
birefringence caused by the process to be monitored.
The increase in phase change against refractive index
is presented in Fig. 1 (characteristic b). Characteristics
(aand b) in Fig. 1 exhibit a similar trend and it is clear
that the maximﬁm phase change (sensitivity) can be
achieved at minimum practically achievable d-
distance. In addition, the phase dependence on the
biochemical layer refractive index per centimetre
interaction length of D-fibre was also calculated and it
is depicted in Fig. 2. Moreover it is apparent from this
characteristic that the phase retardation increases

when using higher refractive index biochemicals.

3. Experimental Measurements

A block schematic of the D-fibre polarimeter is shown
in Fig. 3. The light source comprised a temperature-
stabilised pigtailed single-mode laser diode operating
at a wavelength of 1300 nm. In order to obtain a
part of the

biochemically sensitive polarimeter

cladding of the D-fibre has to be removed [7,8]. This

was achieved by chemical etching (using a HF/NH4F

solution) a 10 cm interaction length of the fibre thus
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providing the sensing element; the etching process
being monitored on-line by counting fringes. The fibre
was then removed from the solution after around half
the time had elapsed for the signal to be completely
faded. Hence, a fibre exhibiting half the maximum
sensitivity but with a relatively high signal throughput
was obtained. The remaining d-distance at half
maximum birefringence was estimated to be 0.22 pm

using Fig. 1 (characteristic a).

In the experiment the fibre was placed in a cuvette
which was filled with a buffer solution (n=1.33). After
a stabilisation period, the buffer was replaced by the
antibody-protein («HCG and oHSA) resulting in an
adsorption process. The concentration was chosen to
be high enough (4><10_7 Molar) to result in a
monolayer of antibody-proteins on the D-fibre surface.
By applying simple fringe counting measurement a
phase change caused by the antibody protein
monolayers of 0.42x27n with 0.01x27% measurement

resolution was obtained which is shown in Fig. 4.

4. Conclusions

This letter demonstrates that the presence of a layer of
proteins can be sensitively detected via phase change
measurements using polarisation maintaining D-
shaped optical fibre in an all-fibre polarimetric
configuration. The adsorption of the antibodies (o

HCG and oHSA) have shown to produce a phase
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change of 0.42x27 on a 10 cm interaction length. In
order to be able to design and implement the

polarimeter, a finite difference analysis have been

carried out. The analysis have also been used to adjust
the D-fibre parameters (index difference, d-distance,
and core diameter) since the biochemical sensitivity

depends strongly upon the intrinsic D-fibre

parameters. Further sensitivity improvement can be
achieved by using longer interaction lengths and using
specially tailored D-fibre for this application using the

developed FD program.
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Figure Captions

Fig 1. The birefringence variation (characteristic a)
and phase retardation (characteristic b) as a
function of d-distance.

Fig 2. Phase variation against the refractive index ny.
Fig 3. Experimental set-up.

Fig 4. aHSA and oHCG adsorption shown as phase

change measurement against time.
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Fig 1. The birefringence variation (characteristic a) and phase retardation
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PRESENTATION OF A MASTER OF SCIENCE THESIS

REMOTE SUPERVISION OF TELECOMMUNICATION
TRANSPORT SYSTEMS AS A PART OF TMN

Master of Science Thesis

Author: Mr Zeljko V. Jungié

On April 10, 1998 a promotion of a new Master of Science Thesis took place after
the author’s (Mr Zeljko V. Jungié) successful presentation.

The object of the thesis is to describe one solution of the system for
telecommunication transport equipment remote supervision, which the author has
developed and implemented within a number of telecommunication networks.
Telecommunication equipment supervision, that is error control, is one of the possible
functions of the telecommunication management network - TMN.

The author has identified, through the general TMN model presentation, the place and
role of his own solution, inside this complex TMN.

The importance of TMN implementation in up-to-date, very heterogeneous and
complex telecommunication networks, as well as some experiences in these network s
development in Republic of Srpska and all over the world, are outlined in the
introduction and the second part of the thesis.

Many years ago, in 1985, the author recognized the importance of the remote
supervision, control and measurement in the radio-relay transmission networks in the
former Yugoslavia. The same year, the author started, with his colleagues from the
Faculty of Electrical Engineering in Banja Luka, the development of a new
microcomputer based system for remote supervision called CS RSCM 512/128 which
- has been used in telecommunication networks in Slovenia, Yugoslavia and later in the
Republic of Srpska. These solutions have been incorporated and later presented in this
thesis.

According to the papers quoted in the list of references, it can be also noted that since
the creation of the first recommendations from M-30 series for TMN, which were
defined on the CCITT Plenary Session in Melbourne in 1988, the author has made
efforts to modify his own solution according to these recommendations.

The third part outlines the fundamental principles of TMN with a special emphasis on
the physical and functional architecture. The elements of TMN physical architecture,
TMN functions, as well as a presentation of the most important interfaces and
protocols are described in detail. The author has also shown the role of his own
solution within the global TMN.

In the fourth and fifth parts, which represent the essence of this paper, the author
explained in detail his own CS RSCM system. The main system elements and their
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functional and electrical characteristics are also presented. The precise description of
all the Q-adapter functional blocks and mediator interface, with electrical schemes and
signal timing diagrams in characteristic points, are illustrated.
The most important scientific contribution of this paper is given in the fifth part,
where special input /output circuits applied in the solution, are described. These
circuits highly enlarge the system immunity to interference, provide high security in
transmission and network information processing and at the same time reduce
implementation cost rapidly.
The frequency decoder description with hysteresis curve and the possibility for
expanded area for application and realization in the form of monolithic integrated
circuits in the standard CMOS technology deserves a special attention. In the paper,
published in 1998 at the Yugoslav Conference ETAN in Sarajevo, Mr Jungié has
proposed an original solution for a detector with hysteresis frequency transmission
curve.
The seventh part of the thesis deals with the engineers’ useful experience gained by
designing and exploiting of circuits as well as the CS RSCM system circuits made in
CMOS technology, with a special emphasis on the appearance of a latchup and the
reasons for a system failure. The most common cases for the appearance of thyristor
effect on input/output CMOS circuits structure, as well as the recommended steps for
the system protection from this effect, are shown. The software system support, with
the emphasis on the work with dynamic libraries and library functions for dynamic
connection and specific problems related to operation system communications with
exterior devices, are presented. A brief overview of the operation system
characteristics from the aspect of software system realization for the remote
supervision, is also given.
The presentation of a system for the future SDH transport networks management is
given in the eigtht part, and the comparison between SAM network and multilayer
architecture applied to the OSI communication models is presented.
The new SDH radio-relay transport network construction and implementation, which
is managed by its own SNM network, has just been finished, as the author showed in
the ninth part and the importance of the CS RSCM solution for the management
network is emphasized. A proposal for interconnection between his own solution of
the analog and PDH transport equipment supervision and the new SNM network for
SDH equipment management is given.
The purpose of the integrated network construction for supervision and control is the
unique operative system exploitation and the use of the possibilities which the SDH
network provides, in the sense of economic and reliable information transmission over
existing DCC and ECC channels, within the section of STM-1 frame overhead.
The future network for transmission system management in Republic of Srpska, as
well as the points and ways for the CS RSCM and SDH network integration are also
illustrated.

Mentor :

Prof. Dr. Branko Doki¢
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YIIYTCTBO 3A AYTOPE

Y wacommcy ENEKTPOHUKA 06jaBbyjeMO HayuHe u CTpydHe pagoBe u3
CJICKTPOHUKE, Y HAJIIMPEM CMHCTY, K40 INTO Cy: ayTOMaTHKa, TeJeKOMyHAKanuje,
padyHapcKa TeXHUKa, CHEPIeTHKA, HYKJIeapHA I MEUIHHCKA €JIeKTPOHHKA, aHa/IN3a U
CHAHTC3a CICKTPOHCKHX KOJa W CHCTEMA, HOBE TCXHONOTHje W MaTepujamd v
€JIEKTPOHAIM, UT. Ocm-{ HayUHUX, TIPETTIe[HAX W CTPYIHUX pPafoBa, IPE3EHTYjEMO
HOBC IIPOM3BOJE, IPUKA3Y]EMO HOBE KEbATE, Marucrapeke u fOKTopcke Tese. C mumbem
fa ce oMmoryhum yHubuumpame TexHmUKe ofpaje pafoBa M MOjeNHOCTABIBEIHE
InTamnarma gaconuca EJIEKTPOHUKA, naje ce oBo YIYyTCTBO 3a ayTope.

PaJIOBI/I ce HOCTaBH:ajy YPEOHHUKY YacOIluca CJICKTPOHCKOM IMOHITOM HJIH HA

appecy ®akynreTa (06e ampece ce Hamase Ha NOTNEHHHA IPBE KOpHIE) HA MUCKETH 1
ONIIITAMIIAHO y TPH IPEMjEpPKa.

Csa Tpu mpmMjepxa pana Tpeba na Oymy OmmTamia‘a camo ca jemHe cTpaHe
mucTa hopmara A4 ( muMensuja 210x297 mm , OFHOCHO mmpuse 8.27", pucuse 11.69” ),
TOpfh€ u N0me Maprune of 1", mujeBe M fecHe Mapruee of 1”, a 33 3arIaBine u
Hymepanujy crpanuna ocrasuta 0.5” (header m foother cy 0.5”). Pag moxe 6Gutm
HAIMMCAH Ha CPNICKOM WA SHIVIECKOM je3uKY. Pan o6asesno Mopa Gutw mucam y IBHje
KOJIOHE ca pasmakoM m3mMeby xonora of 0.5 cm. Cyrepmme ce ayTopuMa Ja pajioBe
oOpabyjy Ha mepcoHamHOM pauyHapy KOopucTehn mnponecop Texcra WORD FOR
WINDOWS, a 3a ciuke rpachmuxm nporpam CORELDRAW. T'padukonu umy u3
H3BOPHUX IIPOrpaMa. Tj. ©3 IpOrpama y Xojuma cy godujeru. Pax me TpeOa 3aBpraBaTy
Ha HOYETKY CTPAHUIE. AKO 3aiba CTPAHAIA PYKOIHCA HHje IONYHEH, KOIOHE Ha TOj
CTpaHMUA Tpeba CBECTH Ha HCTY NYKHHY.

Ha cpenwnn npee crpanune pafa HamucaTu y nonydety (bold) macios paga
CIOBHMA BenWuMHE 12pts. 3aTum, Takobe Ha CpeMHH IpBE CTpAHMIE NOMJEPEHO 3a 1
IPOPEN Y OTHOCY Ha HACIIOB Pafia, TpeOa HAaBECTH UMEHA ayTOpa H HMeHA WHCTHTYLHja
y XOjuMa Cy 3aIOCICHH, BEIMYAHOM C/IOBA KOjOM CY INTaMIAHE X OCTATH HHjeIOBH
Texcra. Ocrase nujenoBe pyKomrca Tpe6a OOpaguTH y ABHjE KOIOHE pasMakHyTe 3a
10mm. Pap xynatu y npopeny Benmumie 1 ¥ BENHUMHOM CIIOBA HE MAmbOM on 10pts.
[Tocimje HacmoBa paja ¥ HMeHa ayTOpa CIMjeAn KPATaK cajip¥aj Ha CPIICKOM je3UKY
mucan Kyp3usoM (italic). ITognaciope y pykomucy mucats y norydery (bold) BenukuM
C-IOBUMA BETMYHHE KA0 y TeKCTy (He mamwmm of 10pts). Caku pan Mopa mocjenosartn
Ha noveTky mnopHacnoB YBOJII, a ma xpajy mnomraciose 3AKIBYUAK u
JIUTEPATYPA. Ha kpajy paja Hanasu ce KpaTak cagpxaj (Abstract) u HacnoB papa
Ha CHITIECKOM je3HKY Ca MMEHUMa ayTopa.

OnepaTtope 7 O3HaKe BEIHYMHA KOj€ HE Y3EMAjy GpojHe BPHJEIHOCTH IIUCATH
OOMYHEM CIOBHMA, @ O3HAKE BEIMUMHA KOjeé MOTY y3WMATH OpojHe BPH]EIHOCTH
mucaT# KypsusoMm (italic). Jemmaumne ce mumy y jemEoj KOIoHE ca HyMEpaIHUjoM V3
JIECHY HBHIY. AKO C€ HE KENH Ipelamaie jefHAuUdHe WIW CIUKEe, HCTE Cce Mory
CTaBUTHU IPEKO 00€ KOJIOHE.

Hnycrpanuje (tabene, ciuke, rpaduxkoHH u CJ1.) MOTy, IO TIOTpebu, ga 6yay
IIApE Off jemHe KojoHe. M3Hanm Tabene Tpeba ma CTOjU HATIHC Hinp: Tabema 2.
Pe3yaTaTH eKCIepHaMEHTa/IHIX Mmjepersa . CIMUYHO BaXKH 34 CIIHKE U rpacuKoHe, C TUM
IITO NPONPATHU TEKCT UJIE UCIION CIIMKE MITK IpachHKOHA.

Ha kpajy paga tpeGa momucatn Kopuurheny TIATEPATYPy OHUM PEOCTHENOM

KOJUM je TO3WBAHA y Texcry. Jlurepatypy y Texcry Tpeba HABONOTH Yy YINIACTHM
3arpagama, HIp: ...y [2] je mokasaso. ..
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The title of the work shall be written on the first page, in bold and 12 pts size.
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BIBLIOGRAPHY. At the end of the work, there shall be a short abstract and the title in
English accompanied with the names of authors.

The operators and size marks that do not use numerical values, shall be written in
common letters. The size marks that can use numerical values shall be written in italics.
The equations shall be written in one column with right edge numeration. If the breaking
of equations or figures is not desired, those may be placed over both columns. 3

Hlustrations (tables, figures, graphs etc.) may be wider than one column if
necessary. Above a table there shall be a title for instance: Table 2. The experimental
measuring results. The same applies to figures and graphs but the accompanying text
comes underneath the figure of graphs.

At the end of each work, the used literature shall be listed in order as used in the
text. The literature in the text, shall be enclosed in square brackets, for instance: ...in [2]
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