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Editor’s Column
Mladen Knezic

Start by doing what’s necessary; then do what’s
possible; and suddenly you are doing the impossible.

St. Francis of Assisi

Editorial Letter
DOI: 10.7251/ELS1822057K

BEFORE you is the final issue of the Electronics journal
in this year and probably the last issue of the journal

in this format and appearance. Currently, we are considering
making some big steps towards changing the whole design
of the journal cover and web presentation. More importantly,
we initiated major changes of the journal’s aims and scope in
order to better reflect recent technology advancements as well
as our readership.

The second issue of the volume in this year contains four
outstanding papers that present some recent advancements in
the fields of testing complex digital electronic circuits, impro-
vement of medium voltage distribution networks reliability,
electric machine design and modeling, and power electronics.

The paper “New Hybrid-Based Self-Test Strategy for Faulty
Modules of Complex Microcontroller Systems” by M. H.
El-Mahlawy, S. Hussein, and G. I. Mohameda presents a
new hybrid test strategy, called HYBST, that combines the
Signature Multi-Mode Hardware-Based Self-Test (SM-HBST)
and Software-Based Self-Test (SBST) testing strategies for
testing complex digital circuits such as microcontrollers. In
the proposed test strategy, a microcontroller is divided into a
number of main modules and, afterwards, the test subroutines
are used to functionally test each module, based on its instruc-
tion set architecture (ISA). After conducting several experi-
ments, it was shown that HYBST outperforms other testing
strategies with regards to memory utilization, test application
time, testing of internal modules of the microcontroller, and
testing of general-purpose input-output (GPIO) pins of the
microcontroller.

The paper “Probabilistic Techno-Economic Optimization in
Medium Voltage Distribution Networks with Fault Passage
Indicators and Fault Locators” by P. Mršić, Ð. Lekić, B. Erceg,
Č. Zeljković, P. Matić, S. Zubić, and P. Balcerek proposes a

novel stochastic techno-economic optimization method for de-
termining the number and positions of fault passage indicators
(FPIs) aiming at reduction of interruption time and investment
costs in medium voltage (MV) distribution networks with and
without fault locators (FLs). The proposed method is based on
a probabilistic non-sequential Monte Carlo simulation model
of the real network and its main goal is to provide maximum
improvement of the network reliability indices with minimum
number of FPIs.

The paper “Finite Element Design of Rotor Permanent
Magnet Flux Switching Machine with Arbitrary Slot, Pole
and Phase Combinations” by Ð. Lekić and S. Vukosavić
describes a two-dimensional finite element approach for de-
signing RPMFS (Rotor Permanent Magnet Flux Switching)
machines. The proposed method enables fast, accurate and
computationally efficient assessment of different RPMFS mac-
hine designs with an arbitrary number of rotor poles, stator
slots and phases. In addition, the authors developed a program
using the Octave FEMM (Finite Element Method Magnetics)
toolbox. The program is suited for the use in the design stage,
where it is necessary to determine various machine parameters
for given core dimensions, terminal voltage constraints and
adopted value of current density in the conductors, while
taking iron saturation effects into account

The paper “Medium Voltage Impedance-Admittance Mea-
surement System Based on the Cascaded H-Bridge Multilevel
Converter” by M. Petković, N. Hildebrandt, F. D. Freijedo, and
D. Dujić proposes and presents the cascaded H-bridge multile-
vel inverter topology for perturbation injection converter and
impedance-admittance measurement. The measurement met-
hodology is explained together with different measurements
requirements. Performance and suitability of this topology
for impedance-admittance measurement is evaluated through
simulations. Preliminary design principles are given for the
converter

I thank all the authors for their contribution to this issue of
the journal. I also thank all the reviewer for making significant
effort in providing timely and comprehensive reports during
the review process.
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Abstract—In this paper, a new hybrid test strategy, called 
hybrid-based self-test (HYBST), is presented to test complex 
digital circuits such as microcontrollers. This test strategy 
integrates the signature multi-mode hardware-based self-test 
(SM-HBST) with the software-based self-test (SBST). In this test 
strategy, the microcontroller is divided into a number of main 
modules, and then test subroutines are used to functionally test 
each module, based on its instruction set architecture (ISA). 
The ISA is used to generate test subroutines that represent test 
pattern generators (TPGs) and part of the test controller. The SM-
HBST represents the other part of the test controller and the test 
response compaction (TRC). The experimental results illustrate 
the superiority of the HYBST in the memory utilization, test 
application time, testing of internal modules of the microcontroller, 
and testing of general-purpose input-output (GPIO) pins of the 
microcontroller. In addition, an integrated test solution for fault 
diagnosis of the circuit boards including random logic integrated 
circuits (ICs) and microcontroller chips is presented to indicate a 
real practical test strategy.

Index Terms—Testing of digital circuits; Built-In Self-test 
for digital circuits; Testing of microcontroller circuits; Software-
based self-test; Hardware-based self-test; Hybrid-based self-test.

Original Research Paper 
DOI: 10.7251/ELS1822059E

I. Introduction

With the advent of complex integrated circuits (ICs), the
stream data of bits at the available test points of the printed 

circuit boards (PCBs) or the complex ICs on the circuit under 
test (CUT) become very complex. Testing the CUT for correct 
operation after manufacturing is an important issue. It is to apply 
proper test patterns to the CUT, and the test response generated 
from the CUT is analyzed to locate the faulty source components. 
Several testing approaches achieve this objective. Most of 
them fall into two main categories: in-circuit testing (ICT) 

and functional testing [1-5]. The ICT requires a costly special 
kind of the test fixture (bed of nails) [2]-[3], [6]. The functional 
tester verifies that the CUT board performs the functions it was 
designed for. Only CUT inputs and CUT outputs need to be 
tested with inexpensive test fixture (edge connector) [5], [7]-[8]. 

Microcontrollers are considered an important part of the 
electronic system. The complexity of microcontrollers with 
poor accessibility makes their test process a difficult task using 
external automatic test equipment (ATE) [2]-[3], [6]. Therefore, 
empowering chip to test itself looks the suitable solution for the 
microcontroller testing. The built-in self-test (BIST), considered 
a mechanism of the hardware based self-test (HBST), provides 
significant advantages not only for processor module but also 
for other peripherals found in the microcontroller [6]. [8]-[9]. 
The BIST adds special hardware overhead to the circuit design 
in the chip level, the board level, and the system level to realize 
self-test operations. This hardware overhead is the test pattern 
generator (TPG), the test response compactor (TRC), and the 
BIST controller. The required test patterns generated from the 
TPG are applied to the CUT board, and the test responses are 
compacted using the TRC for fault diagnosis so that the CUT 
board can be replaced and returned to the service [10]-[11]. 

The easiest way to test a small circuit is to apply all possible 
test patterns, called exhaustive testing. This testing is not practical 
for large circuits [1], [12]-[13]. The more common approach for 
testing is to use computer algorithms for automatic test pattern 
generation (ATPG) [2]-[3], [5], [14]-[15]. These algorithms are 
effective at finding sequences of test patterns that can detect all 
detectable hardware faults [14]-[15]. Pseudorandom testing is 
widely used in testing of digital circuits, whose test patterns can 
be generated by simple hardware circuits [1]-[3], [5]. Signature 
analysis is a TRC technique that detects errors in stream data of 
bits, caused by hardware faults. It compacts the test response 
for each output node of the CUT board into a signature [4], 
[6], [9]-[11]. After all required input test patterns are applied, 
the reference (good) signature is generated. This signature is 
compared with the corresponding measured signature. When 
they are different, a fault is detected. The signature analyzer 
(SA) requires the storage of fewer bits. The aliasing probability 
of an n-stage signature analyzer approaches 2-n [16]. 

The signature analysis performs the hot functional test for 
conventional digital random logic ICs, and memory devices [9]. 
By determining a unique signature for each node in the CUT 
board, the fault detection and then fault location (fault diagnosis) 
can be achieved. In addition, another test strategy was presented 
to functionally test single-shot (SS) circuit on the PCB [17]. It 
can test the SS circuit by measuring the time duration. The time 
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duration is considered the signature of its proper functionality. 
The HBST is limited to properly test digital CUT including a 
microcontroller chip. Adding hardware parts of that HBST 
have a negative impact on the circuit area and performance 
degradation. The alternative to the HBST is the software-based 
self-test (SBST) that promises an attractive and non-intrusive 
test solution for embedded systems [18]. 

In the SBST strategy, no extra test hardware is required. 
Fig. 1 illustrates the concept of the embedded SBST strategy, 
where the test program is resided in the flash memory of a 
microcontroller. During the application of the testing, the on-chip 
test generation program emulates a TPG to generate required 
test patterns, applied to main modules of a microcontroller. 
In addition, the on-chip test application program collects the 
test response and stores them in the memory. The stored test 
response is compacted into a signature using the TRC program. 
Test response can later be unloaded and analyzed by an external 
ATE. At the final stage, the external ATE will provide a decision 
about the microcontroller under test.

Microcontroller

       Memory

             CPU

TPG Program
MOV
LOOP
……

USART

Test program
MOV
ADD
…….
…..

ADC CCP EEPROM Timers

GPIO

External ATE

TRC TPG

ALU SHUMultiplier

TRC Program
MOV
JMP
….

Test 
Controller

Fig. 1.  Block diagram of the SBST strategy.

The SBST strategy is classified in two different categories. 
The first category is functional in nature [19]. The functional 
SBST strategy is either based on functional fault models [20]-[23] 
or based on the checking experiment principle without assuming 
any fault model [24]. It was found that these approaches are 
not exactly suited for embedded processor cores and that they 
achieve low fault coverage. The second category is structural in 
nature and requires a structural fault driven test development. 

L. Chen [25] presented a structural SBST strategy that 
targets processor components using pseudo-random pattern 
sequences. This strategy is not considered the regular structure 
of critical components within a processor and hence leads to 
large self-test code, large memory requirements, and excessive 
test application time, even when applied to a small processor 
model. N. Kranitis [26] presented a structural SBST strategy 
for testing a processor in an embedded system, based on the 

divide-and-conquer strategy and the instruction set architecture 
(ISA) of the processor. For every component and its operations 
within the processor, deterministic test patterns are generated to 
detect structural faults. In addition, N. Kranitis [27] introduced 
a hybrid-SBST strategy that combines deterministic test patterns 
and random test patterns to test commercial processor cores. 

The objectives of an effective SBST strategy are to increase 
fault coverage, reduce self-test code, reduce memory utilization, 
and reduce test application time. Therefore, the structural SBST 
strategy is more efficient than the functional SBST strategy in 
terms of fault coverage without system modifications, the size of 
the self-test code, memory utilization, and test application time 
[18], [26]-[28].

Most of recent researches utilize the SBST strategy for 
embedded processors and large microprocessors. However, 
the researches for testing of microcontrollers with small 
memories, used in industrial applications, are limited.  
N. Kranitis [29] proposed a low-cost SBST methodology for 
Reduced Instruction Set Computer (RISC) processor cores with 
the aim of producing small test code sequences. It is based on 
two phases to test the functional modules such as the register file, 
the arithmetic-logic unit (ALU), the shifter, and the multiplier in 
the first phase. Then, the control and hidden modules are tested 
in the second phase. In these phases, a few deterministic test 
patterns (not ATPG) are used to utilize small test application 
time. This methodology achieves 92% of the single stuck-at 
fault coverage on the architecture of the Plasma/MIPS model 
using the fault simulator. This test strategy, proposed in [29], 
is limited only to test functional modules of the processor with 
high fault coverage. However, the control and hidden models 
are tested with low fault coverage. This proposal cannot test 
microcontrollers with small memories, used in industrial 
applications.

Dattatraya [30] proposed an expert work for fault diagnosis 
of the Philips 89v52RD2 microcontroller. He proposed checking 
experiments for every fault, based on the intelligent diagnostic 
assessment and management of testing process. The knowledge 
base consists of a procedural description of the test, and uses the 
knowledge about troubleshooting process. The results obtained 
are validated using experts and testing equipment under the 
same input patterns for automation in knowledge acquisition and 
updating process. This strategy is limited to test a microcontroller 
with high fault coverage, and needs huge alteration to get the 
proper knowledge base. In addition, the authors in [30] did not 
illustrate the memory utilization, test application time, and the 
fault coverage for the Philips 89v52RD2 microcontroller under 
test. Therefore, the authors did not prove the applicability of this 
test strategy.

The authors in this paper implemented the SBST strategy 
to test two different families of the PIC microcontrollers 
(PIC16F87X – PIC18F4X2) [6], [31]. It was found that the 
SBST needs large space of memory for the instruction set code 
that emulates the TPG, the TRC, and the test controller to realize 
self-test operations. In addition, the SBST strategy cannot test 
most modules in the microcontroller like timers, general-purpose 
input-output (GPIO) pins and Capture/ Compare/PWM (CCP) 
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modules without the external ATE. Therefore, the SBST strategy 
is limited to test microcontrollers with small memories. The 
necessity to introduce a test strategy for testing microcontrollers 
with small memories is highly required.

In this paper, the new test strategy for testing microcontrollers, 
called hybrid-based self-test (HYBST), is presented. It integrates 
the HBST strategy and the SBST strategy. Due to the diversity of 
the digital CUT boards in the practical field, the signature multi-
mode hardware-based self-test (SM-HBST) strategy is highly 
required. Therefore, the HYBST strategy integrates the SM-
HBST strategy and the SBST strategy. Based on divide-and-
conquer strategy, the microcontroller is structurally divided into 
a number of main modules and test subroutines are constructed to 
exhaustively test each of these modules. Generation of these test 
subroutines requires knowledge of the ISA of the microcontroller. 
The exhaustive testing guarantees the detection of all detectable 
combinational faults, detected by single-pattern test generator 
[1], [12]-[13]. This leads to achieve high fault coverage with
out performance degradation and without fault simulator. Test 
subroutines, embedded in the microcontroller memory, gene
rate test patterns for each module in a microcontroller chip, 
and the test response is then propagated to GPIO pins of a 
microcontroller chip to be compacted by the external SM-
HBST. Test subroutines are used to emulate TPG and part of 
the emulated test controller, running in the microcontroller 
itself. The SM-HBST outside a microcontroller chip represents 
the other part of the test controller and the TRC. To realize a 
real practical test strategy, the merging of the presented HYBST 
strategy with the developed software part of the SM-HBST 
is applied as a fault diagnosis solution for electronic digital 
boards that contains both conventional random logic ICs and a 
microcontroller chip. It is evaluated on two different families of 
Microchip microcontrollers; PIC18F4X2 and PIC16F87X [31]. 

This paper is organized into six sections. The presented 
section introduces the previous published works. Section II 
describes the basic concept of the microcontroller test strategy. 
Section III describes the design and implementation of the SM-
HBST strategy. Section IV presents testing of microcontroller 
modules, and states the comparisons between the HYBST 
strategy and the SBST strategy using two different families of 
microcontrollers. Section V presents fault diagnosis of the digital 
circuit board including random logic ICs and a microcontroller 
chip, and then section VI illustrates the experimental results of 
the whole test strategy. Finally, the last section concludes the 
presented paper.

II. Basic Concept on the Microcontroller Test Strategy

The microprocessor, considered a powerful computing 
component, may use other components such as memory, timers, 
and communication peripheral environment. On the other hand, 
the microcontroller is designed to include the microprocessor and 
its components in a single integrated circuit. Microcontrollers 
are popular with industrial developers. The increasing logic-to-
pin ratio of the microcontroller poses very serious problems in 
testing at the board level. These problems lead to an increasingly 
long test pattern generation, long test application time, and low 

fault coverage. In addition, the stream data bits at the available 
test points of the CUT board are large so detecting a hardware 
fault becomes difficult as well as locating the source faulty 
node (nodes). The SM-HBST strategy is limited for complex 
digital circuits such as microcontrollers that have heterogeneous 
components with poor accessibility. 

In this paper, the comparison criteria of testing performance 
between different test strategies are based on the following: 

1) Memory utilization (Data memory – Flash memory) is
considered to reduce hardware overhead and to leave the
largest space of the available memory for the application
program of that microcontroller.

2) Test application time (required number of clock cycles to
finish the test).

3) Testability of microcontroller modules reflects the
percentage of fault coverage. When the number of tested
modules increases, the fault coverage increases.

The SBST strategy cannot test all internal microcontroller 
modules especially timers, GPIO pins and CCP module. If the 
SBST strategy can test other modules in a microcontroller, then 
it will need an external ATE to load measured signatures from 
microcontroller memory for fault detection. The SBST strategy 
cannot be applied to test microcontrollers with small memories 
because it needs large space of memory for the software code 
to emulate TPG, TRC and test controller of the BIST system. 
To enable this test strategy to test digital CUT boards including 
a microcontroller chip, more effort is needed to achieve the 
criteria of the testing performance, and another test strategy is 
required to handle this challenge.

 In this paper, a new test strategy that combines both the SM-
HBST strategy and the SBST strategy is called the hybrid-based 
self-test (HYBST) test strategy. The HYBST divides the test 
operation between a microcontroller chip and the SM-HBST. 
The emulated TPG and part of the emulated test controller are 
running in the microcontroller itself using test subroutines. In 
addition, the TRC and the other part of the test controller are 
running in the SM-HBST outside the microcontroller. Fig. 2 
illustrates the block diagram of the HYBST strategy.

Microcontroller

SM-HBST

Random
Logic

 Memory

             CPU

Emulated TPG 

USART

Emulated Test 
Controller

ADC CCP EEPROM Timers

GPIO

ALU SHUMultiplier

TPGTRC

Control Unit

Fig. 2.  Block diagram of the HYBST strategy.
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Test development of the HYBST is divided into four main 
phases to construct test subroutines of a microcontroller. 
The first phase includes information extraction and modules 
identification of a microcontroller. The second phase is the 
instruction selection strategy depending on observability and 
controllability. The third phase is the operand selection, and the 
last one is the test routine development.

A. Information extraction phase
The information extraction phase shows the features of a 

microcontroller. According to the divide-and-conquer strategy, 
the microcontroller is divided into main modules. These 
modules are the processor, the memory, timers, the pulse width 
modulation (PWM), GPIO pins, the universal synchronous 
asynchronous receiver transmitter (USART) and the analog-to-
digital converter (ADC). The information on every module is 
collected to be effectively tested. The ADC module is tested by 
[32]-[34], and it is not presented in this research. The memory 
of the microcontroller can be divided into the random access 
memory (RAM), the electrically erasable programmable read 
only memory (EEPROM), and the flash memory. In addition, 
the processor can be divided into an ALU and a multiplier. The 
effectiveness of this phase is evaluated on certain microcontroller 
families (PIC16F87X – PIC18F4X2). Table I presents the key 
features of two microcontrollers.

Table I 
Key Features of the Microcontroller 

Key Features PIC16F877 PIC 18F452

FLASH Memory (14-bit Word) 8k Word 16k Word

Data Memory 368 Byte 1536 Byte

EEPROM (Byte) 256 256

I/O Ports 5 I/O Port 5 I/O Port

Timers 3 4

Capture/Compare/PWM Modules 2 2

Serial Communication USART USART

Multiplier - 8 × 8

ISA (instruction set architecture) 35 instruction 75 instruction

Operating speed in Million instruction 
per second (MIPS) 5 MIPS 10-15 MIPS

B. Instruction selection phase
Based on the ISA of the microcontroller [31], it is found 

that every module M performs a set of operations OM. IM,O is 
denoted to the set of microcontroller instructions that, during 
execution, enable the same control signals and cause module M 
to perform operation O. It is evident that, for each module M, 
there is at least one microcontroller instruction that, during its 
execution, causes module M to perform operation O, i.e. IM,O ≠ 
Ø. After identification of the set IM,O for every module operation, 
an instruction I was selected from the set IM,O. 

These instructions, which belong to the same set IM,O:
1) Have different observability properties. When operation

O is performed, the outputs of module M conduct internal 
microcontroller registers with different observability 
characteristics.

2) Have different controllability properties. When operation
O is performed, the internal microcontroller registers
with different controllability characteristics conduct the
inputs of module M.

After identification of the set IM,O, select an instruction I Є 
IM,O according to the following criteria:

Criterion 1: Discard instructions Є IM,O that when operation 
O is performed, the outputs of module M do not propagate 
to internal registers of the microcontroller. This means that 
the faulty component output cannot be propagated. For 
example, instructions CALL (call subroutine), RETFIE (return 
from interrupt), RETLW (Return with literal in W register 
(accumulator)) and SLEEP (go into standby mode) don’t 
propagate to internal microcontroller registers.

Criterion 2: Between instructions IA and IB Є IM,O, if IA 
requires a smaller instruction sequence to propagate the outputs 
of module M to GPIO pins, IA is ranked higher priority than 
IB. It means that IA is more easily observed than IB, and it 
should be preferred over IB. For example, instruction XORWF 
(Exclusive-OR W register and f (Register file address (0x00 to 
0x7F))) is easily observed over XORLW (Exclusive-OR literal 
and W register) because it can be used to directly transfer the 
output to external ports.

Criterion 3: If instructions IA and IB Є IM,O have the same 
priority based on criterion 2, another criterion is required. 
Therefore, if IA requires a smaller instruction sequence to 
generate a specific test pattern at the internal register of the 
microcontroller, IA is ranked higher than IB. For example, 
instruction INCF (Increment f) has higher priority over 
INCFSZ (Increment f, skip if zero) because it uses less clock 
cycles when it is executed.

At the end of this phase, test instructions are selected, 
based on the above three criteria. They are considered the 
main foundation of embedded test subroutines that test 
microcontroller modules. After the OM and the IM,O set are 
identified, the number of these instructions are reduced. 
It should be noted that module M executes operation O 
during its instruction execution but the module outputs are 
not propagated to GPIO pins. It is not included in the IM,O
set according to Criterion 1. If part of the test response of a 
module is not driven to a well accessible internal register (that 
is the case of flag outputs, driving status register or special 
function registers), an extra instruction sequence is required 
to propagate to accessible registers and then to GPIO pins.  
Table II and Table III illustrate the instruction reduction of the 
CPU module of microcontrollers (PIC18F452 – PIC16F877).

C. Operand selection phase
Operand selection phase chooses the appropriate test patterns 

to use it with test subroutines in order to get high fault coverage. 
The presented test strategy in this paper is based on exhaustive 
testing for test pattern generation to achieve high structural fault 
coverage for each module of the microcontroller. It detects all 
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detectable combinational faults  detected by single-test pattern 
without using the fault simulator [1], [5], [6], [12]-[13]. 

Table II
Instruction Reduction of the CPU Module of the PIC16F877

Module 
M

Operation O that can be executed by this 
module

IM,O used to test this 
module according 

to Criteria 1, 2 & 3

CPU
ALU

ADDWF, ANDWF, CLRF, CLRW, 
COMF, DECF
DECFSZ, INCF, INCFSZ, IORWF, 
MOVF, MOVWF
NOP, RLF, RRF, SUBWF
SWAPF, XORWF, BCF, BSF, BTFSC, 
BTFSS, ADDLW, ANDLW, CALL, 
CLRWDT, GOTO, IORLW, MOVLW, 
RETFIE, RETLW, RETURN, SLEEP, 
SUBLW, XORLW

CLRF , CLRW,  
MOVLW, 
BCF, ADDWF,  
SUBWF,  XORWF,  
IORWF,  ANDWF,  
COMPF,  DECF,  
INCF,  MOVWF, 
MOVF, BSF, 
ADDLW, BTFSS, 
GOTO, RETURN

35 instruction 19 instruction

The next sections present the fourth phase. It describes 
the design and implementation of the SM-HBST strategy, 
presented in section III. In addition, test subroutines that 
test internal modules of a microcontroller are presented in  
section IV. These test subroutines have been completely imple
mented using the previous SBST strategy with two different 
compaction techniques and the HYBST strategy. Test subroutines 
are developed for each of the microcontroller modules based on 
the above three criteria using both assembly and C programming 
languages.

Table III
Instruction Reduction of the CPU Module of of the PIC18F452

Module 
M

Operation O that can be executed by this 
module

IM,O used to test 
this module 
according to 

Criteria 1, 2 & 3

CPU
ALU

ADDWF, ADDWFC, ANDWF, CLRF, 
COMF, CPFSEQ, CPFSGT, CPFSLT
DECF, DECFSZ, DCFSNZ, INCF, 
INCFSZ, INFSNZ
IORWF, MOVF, MOVFF, MOVWF, 
NEGF, SETF, SUBFWB, SUBWF, 
SUBWFB, SWAPF, TSTFSZ
XORWF, BCF, BSF, BTFSC
BTFSS, BTG, BC, BN, BNC, BNN, 
BNOV, BNZ, BOV
BRA, BZ, CALL, CLRWDT, DAW, 
GOTO, NOP, POP
PUSH, RCALL, RESET, RETFIE, 
RETLW, RETURN
SLEEP, ADDLW, ANDLW, IORLW, 
MOVLB, MOVLW, RETLW, SUBLW, 
XORLW, TBLRD*, TBLRD*+, 
TBLRD*-, TBLRD+*, TBLWT*, 
TBLWT*+, TBLWT*-, TBLWT+*

CLRF , MOVLW, 
MOVWF, 
XORWF, 
SUBWF, 
ANDWF, 
IORWF, 
ADDWF, 
COMPF, SWAPF, 
XORLW, 
ADDLW, 
ANDLW, 
SUBLW, IORLW, 
DECF, INCF, 
BSF, BNZ, 
RETURN

68 instruction 20 instruction

III. Design and Implementation of the SM-HBST

In this section, the FPGA-based design and implementation 
of the SM-HBST for testing the digital CUT is presented. The 
SM-HBST is responsible of generating the required test patterns 
to the CUT through the TPG, compacting the test response from 
the target test node on the CUT through the TRC, and controlling 
the test cycle of the presented self-test strategy through the 
control unit (CU). The main block diagram of the SM-HBST, 
shown in Fig. 3, is composed of the TPG, the TRC, and the CU. 
In addition, the schematic diagram of the FPGA-based design is 
illustrated in Fig. 4. The SM-HBST has four main test modes; 
pseudorandom test mode (PRT mode), deterministic test mode 
(DET mode), hybrid test mode between the PRT and the DET 
mode (HPDT mode), and single-shot test mode (SS mode).

A. Design of the PRT mode
In the PRT mode, the TPG tests the digital CUT as a test 

stimulus. It stimulates all nodes in the CUT. The TPG, based 
on the PRT mode, is called pseudorandom TPG (PRTPG). The 
simplified block diagram that shows the basic test operation 
of a CUT in the PRT mode is shown in Fig. 5. Test patterns, 
generated from the PRTPG, are applied to the CUT and the test 
response is captured by the TRC every clock cycle. The TRC 
compacts all bits of a test response, generated from a stimulated 
node into a measured signature. The measured signatures are 
stored and compared to the reference (good) signatures for 
fault diagnosis. The TRC in the SM-HBST, shown in Fig. 3, 
has two blocks; the SA and the edge detection compactor 
(EDC). The SA is a linear feedback shift register (LFSR) 
as a compactor circuit [1], [6], [10]-[11]. The SA, designed 
in the SM-HBST, is the 23-bit whose primitive polynomial 
equals to 1 + x5 + x23 with aliasing probability 0.000012 %  
(2-23). Therefore, the probability of detecting error bits of a test 
response, clocked to the 23-stage SA, equals to 99.9999 %. The 
EDC will be discussed later in section C.
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Fig. 3.  Main block diagram of the SM-HBST.
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Fig. 4.  Schematic diagram of the FPGA-based design of the SM-HBST.
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Fig. 5.  Simplified block diagram of the test operation in the PRT mode.

The CU, shown in Fig. 3, is implemented with two modules 
CSIG_GEN and CU_DET in the FPGA-based design, shown in 
Fig. 4. Either the internal clock (CLK_INT) or the external clock 
(CLK_EXT) synchronizes the main clock of the module CSIG_
GEN that controls each part of that test scheme. Both internal 
and external clock are utilized to synchronize the test operation. 
The selection of the clock is based on the control signal SW_CLK 
that switches between the CLK_INT and the CLK_EXT, shown 
in Fig. 4. The presented SM-HBST board unit has the TPG with 
forty-eight outputs that stimulate all nodes in the CUT with at 
most forty-eight inputs. To increase the test capability of large 
CUT inputs (more than forty-eight inputs), two or more SM-
HBST board units can be used. The clock CLK_SYC, generated 
from module CSIG_GEN of the first SM_HBST board unit, is 
designed to synchronize the second SM_HBST board unit by 
feeding the CLK_EXT.

Fig. 6 shows the timing diagram of the test operation in the 
PRT mode. The required clocks and clear signals for the test 
operation are properly asserted. All clocks during the test gate 
are three-phase clocks, shown in Fig. 7. By applying known 
input test patterns from the bus GTPG(47:0) to the CUT, an 
unique signature can be generated at each node in the CUT. 
The PRTPG is clocked by GCLK_TPG and the SA is clocked 
by GCLK_SIG. The test patterns, generated from the PRTPG, 
are asserted at the rising edge of the GCLK_TPG, and the SA is 
asserted at the falling edge of the GCLK_SIG. The GCLK_CUT 

clocks the practical digital CUT either at the rising edge trigger 
or at the falling edge trigger. The required clear signals of each 
clock signal; CLR_TPG, CLR_SIG, and CLR_CUT are designed 
for proper timing operation to start the test gate as shown in Fig. 
7(a). They are properly asserted at the starting of every test gate 
to provide the proper initialization of sequential circuits in the 
CUT. In addition, the closing of the test gate is shown in Fig. 
7(b).

Fig. 6.  Timing diagram of the test operation in the PRT mode.

The SA processes the output bits of a target node every clock 
cycle during the test gate interval. The test gate is controlled 
by the control signal TEST_GATE. After certain clock cycles, 
the test gate is closed, and the final signature is generated from 
the bus SIG(23:0). Three-phase clocks provide the test pattern 
enough time to propagate through the integrated circuits in 
the CUT either at the rising edge trigger or at the falling edge 
trigger of the GCLK_CUT, before the acquisition of the test 
response (received through the input signal, DATA, showed in 
Fig. 3, Fig. 4, and Fig. 5). The assertion of the proper timing 
ensures the stability of the signature generation for the proper 
test operation. The incorrect signature will accurately indicate 
an incorrect waveform of the target node as long as the error 
appears in the bits of the test response. The error appears only 
if the TPG generates the test patterns that detect hardware faults 
and the SA generates the incorrect signature. Data compaction 
is achieved by probing the target node asserted at the falling 
edge of GCLK_SIG during the TEST_GATE. The input binary 
sequence may be in different lengths but at the end of the test 
gate only the signature is the residue of the SA. The outputs of 
the SA has proper hexadecimal signature “299BD5” when the 
DATA sets HIGH. 

The system has master clear (MCLR). The control signal, 
Enable, is set HIGH to enable the test operation. The switching 
between multiple opening and the single opening of the 
TEST_GATE is based on the control signal MOD_SEL. When 
the MOD_SEL sets LOW, the TEST_GATE is opened once to 
calculate a new signature, and the control signal ST, shown in 
Fig. 4, is asserted for every new signature. The multiple opening 
of TEST_GATE is used, when MOD_SEL sets HIGH. The 
module CU_DET in the CU produces the programmable code 
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IC(15:0) to configure the test scheme. It is considered the initial 
condition code to the target chip for proper test operation. Table 
IV illustrates the control code IC(3:0) to produce the test clocks 
and the phase delay between the three-phase clocks. Table V 
illustrates the control code IC(6:4) for the selection of the test 
operation modes. The control code IC(10:7) illustrates the 
required number of clock cycles inside the TEST_GATE.

Table IV
Generated frequency and the phase delay according to IC(3:0) or N

N three-phase clocks Delay N three-phase clocks Delay

Period Frequency Period Frequency

1 240 ns 4.17 MHz 40 ns 9 1200 ns 833.3 kHz 200 ns

2 360 ns 2.78 MHz 60 ns 10 1320 ns 757.6 kHz 220 ns

3 480 ns 2.08 MHz 80 ns 11 1440 ns 694.4 kHz 240 ns

4 600 ns 1.67 MHz 100 ns 12 1560 ns 641.0 kHz 260 ns

5 720 ns 1.39 MHz 120 ns 13 1680 ns 595.2 kHz 280 ns

6 840 ns 1.19 MHz 140 ns 14 1800 ns 555.6 kHz 300 ns

7 960 ns 1.04 MHz 160 ns 15 1920 ns 520.8 kHz 320 ns

8 1080ns 0.93 MHz 180 ns

Table V 
Test Modes According to IC(6:4)

IC(6:4) Test Modes

“000” Mode 0 Pseudorandom testing only

“001” Mode 1 Deterministic testing only

“010” Mode 2 Programming deterministic testing for TPG

“011” Mode 3 Hybrid the deterministic testing with pseudorandom 
testing

“100” Mode 4 Single-Shot testing in microsecond range

“101” Mode 5 Single-Shot testing in millisecond range

B. Design of the DET mode
Some inputs of the CUT board need the specific binary 

states; not pseudorandom binary signals. The TPG, based on 
the DET mode, is the DET_TPG whose outputs are 48-bit. The 
DET_TPG that tests the CUT board as a test stimulus generates 
deterministic test patterns with arbitrary test length. These test 
patterns are calculated from algorithmic methods that support 
the detection of different fault models [2]-[3], [5], [14]-[15]. The 
DET_TPG retrieves these test patterns and generates all required 
control signals to automatically transfer these test patterns to the 
CUT inputs. In the DET mode, the start, stop, and all control 
signals of the deterministic test cycle are generated from the data 
port DPort(7:0) and the control port CPort(3:0). These ports 
are applied to the CU_DET module by the personal computer 
(PC), shown in Fig. 4. These ports generate the required control 
signals for the proper test operation in the DET mode.

The CU_DET module generates the DCLK_TPG to 
synchronize and control the test pattern rate of the DET_TPG 
at the rising edge. In addition, it generates the DCLK_CUT that 
clocks the CUT board either at the rising edge trigger or at the 
falling edge trigger before the receiving of the test response of 
the DATA by the SA, clocked by the DCLK_SIG at the falling 
edge. In this case, the number of clock cycles inside the test gate 
depends on the required test patterns to test the CUT board in 
the DET mode. In the DET mode, IC(11) is the signal that clears 
the SA at the beginning of the test gate, and the IC(12) is used to 
clear the memory element in the CUT board in the DET mode. 
When the test gate is closed, the proper signature is generated. 
After that the next three bits IC(15:13) are used to automatically 
transfer the signature to the PC through the status port.

The CU_DET module has three sub-modules. They are the 
decoder of the CPort(3:0), the initial condition port (ICP) for 
the generation of IC(15:0), and the initial seed port (ISP) of the 
PRTPG (TPG_IS(47:0)). Table VI illustrates the truth table of 
the decoder of the CU_DET. Each state of CPort(3:0) generates 
a specific control signal. The data port DPort(7:0) is used 
to write the command in the ICP and the data in both the ISP 
(TPG_IS(47:0)) and the DET_TPG (GTPG(47:0)).

Table VI
Truth Table of the Decoder of the CU_DET module.

CPort(3:0) Control Signal Function
“0000” BYTE(0) Latch the GTPG(7:0) and TPG_IS(7:0)
“0001” BYTE(1) Latch the GTPG(15:8) and TPG_IS(15:8)

(a) Starting test gate.

(b) Closing test gate.

Fig. 7.  Timing waveforms of the starting and closing test gate interval.
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CPort(3:0) Control Signal Function
“0010” BYTE(2) Latch the GTPG(23:16) and TPG_IS(23:16)
“0011” BYTE(3) Latch the GTPG(31:24) and TPG_IS(31:24)
“0100” BYTE(4) Latch the GTPG(39:32) and TPG_IS(39:32)
“0101” BYTE(5) Latch the GTPG(47:40) and TPG_IS(47:40)
“0110” BYTE_L Latch the IC(7:0)
“0111” BYTE_H Latch the IC(15:8)
“1000” Reserved Reserved
“1001” Reserved Reserved
“1010” DCLK_TPG Clock the DET_TPG
“1011” DCLK_CUT Clock the CUT
“1100” DCLK_SIG Clock the SA
“1101” DCLK_IC Clock the IC(15:0)
“1110” DCLK_IS Clock the TPG_IS(15:0)
“1111” Reserved Reserved

Each 48-bit deterministic test pattern needs six latches 
to sequentially store six data bytes of DPort(7:0). From  
Table VI, there are six control signals BYTE(5:0) that control 
the latching data and the DCLK_TPG clocks the latched data to 
simultaneously transfer to GTPG(47:0) through the DET_TPG 
in the TPG module. This sequence is repeated each test pattern 
generation. In the same way, the DCLK_IS clocks the latched 
data to simultaneously transfer to TPG_IS(47:0). In addition, the 
DCLK_SIG clocks the SA in the TRC module, and the DCLK_
CUT clocks the CUT board outside the SM-HBST. Finally, 
there are two control signals BYTE_L, and BYTE_H that control 
the latching data and the DCLK_IC clocks the latched data to 
simultaneously transfer to IC(15:0). The programmable code 
IC(15:0) controls the presented test architecture. The problem 
of the glitch-free affects the control of the test cycle in the DET 
mode. Different delays in the decoder of the CU_DET generate 
glitches in the outputs of control signals. To eliminate these 
glitches, the signal DPort(7) is used to disable the decoder during 
the changing states of the CPort(3:0). This situation eliminates 
glitches and provides stable test operation in the DET mode.

Some inputs of the CUT board need a fixed binary state, and 
the other inputs need pseudorandom binary signals. The hybrid 
between the PRT mode and the DET mode, called HPDT mode, 
divides inputs of the CUT board into two sets. The first set needs a 
fixed binary state as a single deterministic test pattern, generated 
from the DET_TPG. The other set needs pseudorandom binary 
signals, generated from the PRTPG. Therefore, test patterns 
applied to board inputs are the concatenation of the PRTPG 
and DET_TPG through the multiplexer selections. This mode 
increases the ability of the SM-HBST to test different circuit 
topology. 

C. Design of the SS mode
The microcontroller oscillator uses quartz crystal for its 

operation. The frequency of such oscillator is precisely defined 
and very stable that makes it ideal for time measurement. If it is 
necessary to measure time between two events, it is sufficient 
to count pulses generated by this oscillator. In practice, pulses 
generated by the quartz oscillator are applied either directly 
or via a prescaler to increment the number stored in the timer 

register. In the TRC module of the SM-HBST, the edge detection 
compactor (EDC) measures the time interval of the stimulated 
pulse, generated from at least one basic timer module of the 
microcontroller. The time measurement of the stimulated pulse 
is considered the measured signature of the output of the single-
shot (SS) circuit. The simplified block diagram that illustrates 
the testing application of an SS circuit is shown in Fig. 8. In the 
SS mode, a sequence of deterministic test patterns, generated 
from DET_TPG, is utilized to trigger the SS circuits for the 
proper pulse generation. The testing criterion of the EDC is used 
to generate the measured signature, based on the edge detection 
of the SS signal. In addition, the interaction between the EDC 
of the SM-HBST and the testing of the timer module in the 
microcontroller is presented in section IV (part D).

the DET_TPG
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Time Duration
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Circuits

Generated Pulse

CUT
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Edge

Compactor

Single-Shot

CLK_ED

Pattern from
Digital Test
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Fig. 8.  Digital testing of the SS circuit in the SS mode.

The schematic diagram of the EDC and the timing 
waveform of it are shown in Fig. 9 and Fig. 10, respectively. 
The CU in Fig. 3, and the CSIG_GEN module in Fig. 4 
generate the required test signals to control the EDC in the SS 
mode by two clocks; CLK_SS, and CLK_ED. The CLK_SS  
(1 MHz in μs range and 1 kHz in ms range) is used to measure 
the time duration of the stimulated pulse. The CLK_SS clocks 
the 23-bit binary counter (SS_Counter shown in Fig. 9). The 
CLK_ED (5 MHz in μs range and 1 MHz in ms range) is used 
to generate two synchronized pluses; Edge_1 and Edge_2. 
They are generated either at the rising edge or at the falling 
edge of the stimulated pulse (DATA) of the SS circuit. When 
both edges of the pulse are asserted, the Edge_1 is generated 
and the falling edge of it triggers the Edge_2, shown in  
Fig. 10. The SS counter starts the counting by the CLK_SS 
and the ST_STOP signal generated from Edge_1 and Edge_2. 
Edge_1 is a latch pulse for the SS_LATCH cell. The assertion 
of Edge_1 latches the bus SSCO(23:0) to the output bus SS_
SIG(23:0), and then to output bus of the TRC (SIG(23:0)). The 
assertion of Edge_2 is to clear the SS_counter.

D. FPGA Implementation of the SM-HBST 
All modules of the presented design are connected and the 

timing simulation of the complete design is achieved to verify the 
proper operation of the chip design before the implementation 
on the FPGA chip (Xilinx - X3S200FT256-4). Other cells are 
used to assist the interface between the inputs and the outputs of 
the whole chip and the interface circuitry. The debouncer of the 
MCLR, and the other debouncers of the push-bottom switches 
are used to provide the required test mode selection and the 
required clock selection. In addition, the module that displays 
a signature of the presented design through the seven-segment 
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display is used. The device utilization summary and the timing 
summary report, generated from the FPGA implementation, are 
presented in Table VII.

Fig. 9.  Schematic diagram of the EDC of the SM-HBST.

Fig. 10.  Timing waveforms of the testing of the SS circuit in the SS mode.

Table VII
FPGA Utilization Summary and Timing Summery 

of the Spartan-3 (xc3s200-4ft256)

Logic Utilization Used Available Utilization
Number of occupied Slices 411 1,920 21%
Number of Slice Registers 491 3,840 12%
Number of 4 input LUTs 439 3,840 11%
Number of bonded IOBs 115 173 66%
Number of GCLKs 8 8 100%
Number of DCMs 4 4 100%
Total equivalent gate count for design:  34,373
Timing Summary: Speed Grade -4
   Minimum period: 17.928ns (Maximum Frequency: 55.779MHz)
   Minimum input arrival time before clock: 11.375ns
   Maximum output required time after clock: 16.976ns
   Maximum combinational path delay: 11.600ns

IV. Testing of Internal Microcontroller Modules
The complexity of microcontrollers that have heterogeneous 

components with poor accessibility makes their test process 
a difficult task. In this section, the test process of the internal 
microcontroller modules is presented. The flowchart of the 
complete test program of the HYBST strategy for Microchip 
PIC microcontrollers is illustrated in Fig. 11. The test program 
asks first, if the system is going to operate either in the normal 
mode or in the test mode. If the normal mode is chosen, the 
system will do the predefined industrial application, and if it 
operates in the test mode, the system will be prepared to operate 
in the test mode. In the test mode, the microcontroller receives 
an input selection from one of its ports (PORTA), used to test a 
specific module. This input selection is sent from the SM-HBST. 
Other microcontroller ports are set output ports to propagate the 
test response to the SM-HBST. 
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Fig. 11.  The flowchart of the complete test program of the HYBST strategy for Microchip PIC microcontrollers.
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The test program is composed of several test subroutines, 
stored in the flash memory of the microcontroller. Test subroutines 
are based on the ISA of the microcontroller. The emulated TPG 
of the HYBST provides the required test patterns for testing 
each internal module of the microcontroller. Test response of 
each internal module is propagated to the SM-HBST for test 
response compaction through GPIO pins of the microcontroller. 
Test subroutines were written in mikroC compiler and were 
simulated in Proteus 7 professional.

A. GPIO test
GPIO pins of the microcontroller allow observing and contro

lling modules of the microcontroller. Some pins are multiplexed 
with alternate functions. For all ports, the data direction register, 
called the TRIS register, controls the directions of I/O pins 
(either input or output). In this test, GPIO pins (PORTB, PORTC 
and PORTD) are set output ports. Then, test subroutine sends 
exhaustive test patterns to these ports. It is noted that some of 
microcontroller ports are used in other tests, shown in the next 
sections. Other ports like PORTA and PORTE operate in the 
input mode to help in running test subroutines and swapping the 
operation between the test mode and the normal mode. The GPIO 
test is designed and implemented using the HYBST strategy 
only. Reference signatures of the GPIO test, based on the SM-
HBST, are shown in Table VIII (Last two columns of the table).

Table IX shows the statistics of the GPIO test for the HYBST 
strategy in terms of memory utilization and the total number of 
clock cycles for both PIC16F877 and PIC18F452. GPIO pins 
cannot be tested using the SBST strategy.

Table VIII 
Reference signatures of the CPU test and GPIO test

signatures of the CPU test signatures of the GPIO test 

Port PIN PIC
16F877

PIC
18F452

PIC
16F877

PIC
18F452

PORTD

0 4F461D 3C2EAD FFB597 98A6B8
1 207353 F2C053 4B4474 30B502
2 16CCD1 86F82A 15C0F5 C40F5E
3 F5C88A 9AA92E 803D50 8077CC
4 589ED2 4BDB14 4E4EAF A0DC17
5 19F564 243FD2 53F0E0 9A5D2C
6 449194 8EF7CD 00E9F9 CB508C
7 AD4496 EB5A81 3F4772 7F1705

PORTB

0 77B646 6E592F
1 B3FF0A EF6287
2 38714E 5D5B1D
3 046D41 1AD23C
4 188AE6 DF0D0E
5 352BC7 6C503A
6 FD55AC 5F26C3
7 A5F29A F341F5

PORTC

0 51F32A DC2A3F
1 132938 371FEC
2 7E08EF 442883
3 AA24AD 3EEEF0
4 725B95 9AD2DA
5 667634 746187
6 E22CDD D352F1
7 ADE6ED D4FE96

Table IX 
Statistics of the GPIO Test for Both PIC16F877 and PIC18F452

GPIO test Unit
HYBST

PIC16F877 PIC18F452
RAM utilization Byte 16   4.34 % 21   1.36 %
Flash Memory utilization Word 37   0.45 % 56   0.17 %
Clock cycles Clock cycle 5,232 6,224

B. CPU test 
The central processing unit (CPU) is the brain of the micro

controller. It is responsible for fetching the correct instruction 
for instruction decoding and then executing it. The CPU 
executes the instruction to control the microcontroller operation. 
It controls the address bus of the program memory, the address 
bus of the data memory, and the accesses to the stack. The CPU 
is structurally divided into small sub-modules. In this paper, the 
test subroutine structurally divides the CPU into the ALU, the 
shift unit (SHU), and the 8*8 multiplier. The ALU performs 
arithmetical and logical operations, and controls status bits, 
found in the STATUS register. The result of some instructions 
forces status bits to a value depending on the state of the result. 

In the CPU test, the test subroutine is designed and is 
then implemented to functionally test the CPU of the micro
controller for both the HYBST strategy and the SBST stra
tegy. The CPU test is based on the divide-and-conquer stra
tegy and the exhaustive testing. The CPU instructions are 
selected based on the above three criteria, presented in  
section II. Instruction set IM-CPU,O from Table II and Table III 
can test the CPU module. Moreover, the instructions are not 
randomly chosen, but they are carefully crafted in order to test 
the desired sub-modules of the CPU. Faulty sub-modules are 
detected by applying the proper instruction, and then the results 
of this instruction must be directly sent to the SM-HBST for 
signature generation and comparison. The control unit is already 
tested during the CPU test. 

Some selected instructions are used to test status bits after 
arithmetic and logic operations. It is found from the extracted 
information that microcontroller families have three basic 
operations. They are word-oriented file register operations, 
literal and control operations, and bit-oriented file register 
operations. Some instructions in IM-CPU,O do the same function 
with different arguments. Only one form of these instructions 
is used. Therefore, thirteen instructions are used to test the full 
capabilities of the CPU (the PIC16F877 has not a multiplier). For 
example, the IM-CPU,O set has ADDWF and ADDLW instructions. 
Both instructions make an addition but the first instruction 
adds the working register to any other register and the second 
instruction adds literal  to the working register (the working 
register is the accumulator in the microprocessors).

Reference signatures of the CPU test are taken by the SM-
HBST through PORTD port, shown in Table VIII (Middle two 
columns of the table). Table X and Table XI compare between 
the HYBST strategy and the SBST strategy in terms of memory 
utilization and the total number of clock cycles for both 
PIC16F877 and PIC18F452 to finish the target test. The CPU 
test process is outlined in List 1. 
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From Table X and Table XI, the HYBST strategy in the CPU 
test achieves a significant amount of reduction in the memory 
utilization and the test application time. In the SBST strategy, 
the test application code in the flash memory is responsible for 
generating the test patterns as the TPG and compacting the test 
response using either emulated LFSR or emulated MISR as the 
TRC for signature generation. Either the emulated LFSR or the 
emulated MISR is a group of instructions that increases the size 
of the test application code, shown in Table X and Table XI. 
Every single shift of the binary states of either the emulated 
LFSR or the emulated MISR consumes large clock cycles. The 
MISR simultaneously compacts the test response of the selected 
module, and the LFSR individually compacts the test response 
of each output. Therefore, the TRC code as the MISR is 
executed 3328 times (thirteen instructions * 256), and the TRC 
code as the LFSR is executed 26624 times (thirteen instructions 
* 256 * 8). Therefore, the test application time in the case of the
LFSR is greater than the test application time in the case of the 
MISR. In addition, the on-chip test application code collects the 
test responses and stores them in the data memory after being 
compacted into signatures using the TRC code. The usage of the 
data memory during the CPU test will delay the test process and 
hence the number of clock cycles is dramatically increased in 
the case of the SBST strategy.

Table X 
Statistics of the CPU Test for PIC16F877

CPU test Unit HYBST
SBST with TRC using
MISR LFSR

RAM utilization Byte 16 4.34% 40 10.86% 84 23.36%
Flash Memory utilization Word 49 0.59% 2235 27.28% 2431 29.67%
Clock cycles Clock cycle 20,500 41,645,103 76,081,267

Table XI 
Statistics of the CPU Test for PIC18F452

CPU test Unit HYBST SBST with TRC using
MISR LFSR

RAM utilization Byte 21 1.36% 47 3.05% 93 6.05%
Flash Memory utilization Word 92 0.28% 3934 12.00% 4788 14.61%
Clock cycles Clock cycle 25,576 42,365,535 82,430,191

_________________________________________________________________
Extract information about CPU modules (ALU – SHU – Multiplier if
exist), then
for (each CPU module MCPU) 

      {
     for (every operation Є OM-CPU) 
    {
         Determine IM-CPU,O
         Select I Є IM-CPU,O, using controllability and observability criteria
         Apply Exhaustive test patterns for all IM-CPU,O
         Send test response to PORTD pins 
         Acquire and compact test response using the SM-HBST
    }

     } 
    Evaluate compacted test response using the SM-HBST.
_________________________________________________________________

Listing 1. CPU test process

In the HYBST strategy and during the CPU test,  the 
instructions in IM-CPU,O use two operands (registers). One of 

these registers is the working  register and the other register 
is the PORTD, connected to  the SM-HBST. In GPIO test,  the 
exhaustive test patterns are applied to the working register 
only and the result on  any instruction is saved in the register 
of the PORTD. The result of every instruction in the CPU test 
is directly sent to the PORTD, connected to the SM-HBST for 
signature generation. The hardware-based TRC in the SM-HBST 
consumes only single clock cycle every single shift of the binary 
states, shown in Fig. 7(b) (section III). In addition, the number of 
memory access is reduced by using the SM-HBST and there is 
no need to access the data memory of the microcontroller during 
the execution of the hardware-based TRC to store the generated 
signatures. Therefore, the memory access that consumes 
large clock cycles is not required. For 8*8-multiplier test, the 
exhaustive test patterns are applied to the working register 
only and the register of the PORTD takes the same value. The 
result of the multiplication is sent to the  PORTD. Therefore, 
the HYBST strategy that uses the hardware-based TRC in the 
SM-HBST consumes a small number of clock cycles compared 
to the software-based TRC of the SBST strategy during the CPU 
test.

C. USART test

The USART module is known as the serial communication 
interface (SCI). The USART can be configured as a full 
duplex asynchronous system that can communicate with 
peripheral devices such as personal computers. In addition, it 
can be configured as a half duplex synchronous system that 
can communicate with peripheral devices. The test subroutine 
of the USART test is designed and is then implemented to test 
the functionality of the USART module. First, it sets the baud 
rate of the USART module to 1200 bps. Then, the test patterns 
(0x00 – 0xFF – 0x33 – 0xCC – 0x0F – 0xF0) are sent to the 
transmitter (TX) of the USART module and loop it back again 
through MAX232 chip outside the microcontroller to receive 
it through the receiver (RX) of the USART module. These 
received test patterns are propagated to the PORTD. In addition, 
the signatures on each pin of the PORTD, a signature on TX pin, 
and a signature on RX pin are measured using the SM-HBST 
(RX pin and TX pin is multiplexed with the PORTC). Reference 
signatures, generated by the SM-HBST, are shown in Table XII, 
and the USART test process is outlined in List 2. 

Table XII
Reference signatures of the USART

Ports PIN PIC16F877 PIC18F452
PORTD 0 8FE6ED 470BC1

1 024B37 BD5481
2 370115 70EC7A
3 BAACCF 8AB33A
4 28555F 75D341
5 A5F885 8F8C01
6 90B2A7 4234FA
7 1D1F7D B86BBA

PORTC RX 731F53 8AABC8
TX 731F53 8AABC8
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_________________________________________________________________

Configure USART, then
Set baud rate to 1200 bps, Data to 0x00, and PORTD to 0 
Loop
 { 
         Send data through transmitter pin 
        Check for received data from receiver pin 
        If (received data = sent data) then 
            Send received data to PORTD. 
       Else  
           Send received data to PORTD, set error, and exit loop
} 
Change data and continue loop until test patterns are sent through 
transmitter pin 
Acquire and compact test response using the SM-HBST  
Evaluate compacted test response using the SM-HBST

_________________________________________________________________ 
Listing 2. USART test process

Table XIII and Table XIV compare between the HYBST 
strategy and the SBST strategy in terms of memory utilization 
and the total number of clock cycles for both PIC16F877 and 
PIC18F452 to finish the USART testing. From Table XIII and 
Table XIV, the HYBST test strategy in the USART test achieves 
a significant amount of reduction in the memory utilization and 
the test application time.

Table XIII 
Statistics of the USART Test for PIC16F877

USART test Unit HYBST SBST with TRC using
MISR LFSR

RAM utilization Byte 23 6.25% 40 10.86% 89 24.18%
Flash Memory utilization Word 213 2.60% 2292 27.97% 2528 30.85%
Clock cycles Clock cycle 70,852 176,043 242,219

Table XIV 
Statistics of the USART Test for PIC18F452

USART test Unit HYBST
SBST with TRC using
MISR LFSR

RAM utilization Byte 28 1.82% 45 2.92% 96 6.25%
Flash Memory utilization Word 354 1.08% 4002 12.21% 4876 14.88%
Clock cycles Clock cycle 67,416 164,095 232,715

D. Timer test
From information extraction phase, PIC microcontroller 

families have at least one basic timer module. It can be used 
as timers/counters. These timers have different sizes (8 bits or  
16 bits) and different prescalers. This test subroutine is designed 
and implemented to functionally test the timers based on two 
different prescalers. For each timer, special function registers 
(SFRs) are configured for timer operation using the internal 
clock cycles. The initial value and the prescaler (1:1, 1:2 and 
1:4) are set. The timer is started for counting and PORTB pins 
are set to HIGH state from LOW state. When the overflow of 
the timer is occurred, then PORTB pins are deactivated to LOW 
state. 

During this test, the on-time is measured as a signature in 
the SS mode of the SM-HBST. This test subroutine, based on 
the HYBST strategy, cannot be implemented in the case of the 
SBST strategy because the timers must be externally tested 

through the GPIO pins. The timer test process is outlined in 
List 3. Reference signatures, generated by the SM-HBST 
in mode SS (mode 4 or mode 5), are shown in Table XV.  
Table XV illustrates the measured on-time pulse in µs range 
(mode 4) for both PIC16F877 (has three timers) and PIC18F452 
(has four timers) and compares them with the expected pulse 
duration from the calculations based on the internal clock cycles 
of the corresponding microcontroller [6].

_________________________________________________________________

Configure Timer presale
Enable timer interrupt
Start timer
Set GPIO pin to high
Loop 
{
     Watch timer interrupt to check if over flow or not 
     If (timer over flow)
        Exit loop
 }
Reset GPIO pin to low
Acquire on-time pulse from a GPIO pin using the SM-HBST

Repeat this process but using different prescalers and apply it to all timers
_________________________________________________________________
Listing 3. Timer test process

Table XVI shows the statistics of the timer test for the 
HYBST strategy in terms of memory utilization and the total 
number of clock cycles for both PIC16F877 and PIC18F452. 
Timer modules cannot be tested using the SBST strategy.

Table XV 
Reference Signatures of the Timers and the CCP

Timer/
Prescale

PORT PIN 
/ PIC PIC16F877 Expected PIC18F452 Expected

Timer test signatures
TIMER 0/ (1:2)

PO
R

T
B

0 006930 μs 006895 μs 006906 μs 006895 μs
TIMER 0/ (1:4) 1 013828 μs 013791 μs 013720 μs 013791 μs
TIMER 1/ (1:1) 2 003506 μs 003447 μs 003520 μs 003447 μs
TIMER 1/ (1:2) 3 006933 μs 006895 μs 006825 μs 006895 μs
TIMER 2/ (1:1) 4 003466 μs 003447 μs 003479 μs 003447 μs
TIMER 2/ (1:4) 5 013787 μs 013791 μs 013801 μs 013791 μs
TIMER 3/ (1:1) 6 003519 μs 003447 μs
TIMER 3/ (1:2) 7 006826 μs 006895 μs

CCP test signatures
TIMER2 PWM1 E70FD2 9F5EB5
TIMER2 PWM2 11C8AC 272632
TIMER1 COMP 006873 μs 006895 μs 003446 μs 003447 μs
TIMER1 COMP 006873 μs 006895 μs 003446 μs 003447 μs

Table XVI 
Statistics of the Timer Test for PIC16F877 and PIC18F452

Timer test Unit
HYBST

PIC16F877 PIC18F452
RAM utilization Byte 16   4.34% 23   1.49%
Flash Memory utilization Word 98   1.19% 244  0.74%
Clock cycles Clock cycle 14,680 17,796

E. Capture/Compare/PWM (CCP) test
Both microcontroller families contain two CCP modules, 

used together with the timers tested in timer test. The CCP 
modules are identical in operation, with the exception of the 
operation of the special event trigger. Different CCP modes 
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depend on timers in the microcontroller. Each CCP module can 
operate in the following modes:

• Capture mode: The CCP module captures the value of
Timer1 when an external event occurs in CCPx pin.

• Compare mode: The register in the CCP module stores a
number (16-bit), compared to the value in Timer1. The 
result of the comparison may generate an event that may 
include a change in the CCPx pin.

• Pulse width modulation (PWM) mode: The CCP module
and Timer2 make up a PWM modulator whose output is 
located in CCPx pin.

The test subroutine of the CCP test is designed and 
implemented to functionally test CCP modules in Compare and 
PWM modes only, based on the HYBST strategy. CCP modules 
are not tested in all modes because timers were fully tested before 
in the timer test. First, CCP modules are configured to operate in 
the PWM mode where PWM1 and PWM2 are configured to work 
at frequency 5 kHz with 50% duty cycle. After that, CCP modules 
are configured to operate in the compare mode. Timer1 is started 
to count, and its value is then compared with CCP modules 
until it reaches these known values. Reference signatures of 
CCPs, based on the SM-HBST in both modes of operations, are 
taken from PORTC.CCP1 pin and PORTC.CCP2 pin, shown in  
Table XV. The CCP module test process is outlined in List 4.

Table XVII shows the statistics of the CCP test for the 
HYBST strategy in terms of memory utilization and the total 
number of clock cycles for both PIC16F877 and PIC18F452. 
The CCP module cannot be tested using the SBST strategy.

_________________________________________________________________

Configure CCPx registers to work in compare mode
Initialize the value of timer1 and enable interrupt
Start timer
Set PORTC.CCPX to HIGH
Loop
 { Watch timer1 until reaching compare value
        If (timer1 = compare value)

           Exit loop  }
Reset PORTC.CCPX to LOW
Evaluate CCPx pin output using the SM-HBST
Repeat this process for CCPx
Configure CCPx registers to work in the PWM mode
Initialize PWMx duty cycle to 50% of 5 KHz clock
Start PWMx
        Watch PWMx output using the SM-HBST
Stop PWMx

_________________________________________________________________

Listing 4. CCP module test process.

Table XVII 
Statistics of the CCP test for PIC16F877 and PIC18F452

CCP test Unit
HYBST

PIC16F877 PIC18F452
RAM utilization Byte 20   5.43% 25   1.62%
Flash Memory utilization Word 356   4.34% 624  1.90%
Clock cycles for PWM Clock cycle 8,828 6,776
Clock cycles for COMPARE Clock cycle 52,292 52,264

F. Memory Test
Microcontrollers have three main memory organization; the 

flash memory (program memory), the EEPROM and the data 
memory. Each memory block has its own bus as in Harvard 
architecture [6], so that access to each block can occur during the 
same clock cycle. The data memory can further be broken down 
into the general-purpose RAM and Special Function Registers 
(SFRs). The SFRs are used to control the peripheral modules 
found in the microcontroller. The RAM are used to store data 
that microcontroller needs during its normal operation. This 
RAM can be divided into smaller banks, also.

1. Flash Memory Test: The Flash memory is an important
module in a microcontroller chip, because it stores the 
application program and the test program. Microcontroller 
modules are going to be tested after the application program and 
the test program are correctly downloaded. This test is divided 
into two steps. In step 1, run a C++ program, written on Visual 
Studio 2010 package, on a personal computer. This program 
reads the hexadecimal (Hex) file words of the application 
program and the test program, generated from the mikroC 
compiler. Then, the Hex file is compacted based on the MISR 
with primitive polynomial x8 + x6 + x5 + x4 + 1, for the reference 
signature generation [1], [6]. The reference signature will be 
stored in the last location in the EEPROM. In step 2, the CPU of 
the microcontroller will read the data word of the flash memory 
and the data word is compacted using the same MISR. After 
that, the generated measured signature will be compared with 
the reference one, stored in the EEPROM. If both signatures are 
the same, then the application program and the test program is 
successfully downloaded and the flash memory is successfully 
tested. This test subroutine is designed and is then implemented 
for both HYBST strategy and SBST test strategy. 

2. RAM Test: J. V. De-Goor and Z. Al-Ars introduced many
functional fault models (FFMs) for memories like static faults 
and dynamic faults [35]-[36]. Based on divide-and-conquer 
strategy, the RAM module is divided into smaller banks and 
each bank is individually tested. In the case of the PIC16F877, 
the RAM can be divided into four smaller bank and twelve 
banks for the PIC18F452. Then, each bank is individually tested 
using March test algorithms [37] because of their simplicity and 
linearity with the memory size. The March test can be defined 
as a sequence of March elements, where a March element is a 
sequence of memory operations sequentially performed on all 
memory cells. In a March element, the way from one cell to 
the next one is specified by the address order. For some March 
elements, the address order can be chosen as increasing or 
decreasing. In a March element, it is possible to perform a write 
0 (W0), a write one (W1), a read zero (R0) and a read one (R1). 
The zero and one after read operations represent the expected 
values of the read on the output. An example of a March element 
is ↑ (R0; W1), where all memory cells are accessed in an 
increasing address order while performing R0 then W1 on each 
cell, before continuing to the next cell. By arranging a number of 
March elements one after the other, a March test is constructed. 

The RAM test is designed and implemented based on 
March AB algorithm. March AB {↨(W0); ↑(R0;W1;R1;W1; 
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R1); ↑(R1;W0;R0;W0;R0); ↓(R0;W1;R1;W1;R1); ↓(R1;W0; 
R0;W0;R0); ↨(R0)} was introduced by S. Carlo, A. Bosio, G. 
Natale, and P. Prinetto [37]. Their March test targets realistic 
memory static linked faults and dynamic unlinked faults in 
SRAMs and has a test length with a complexity of 22n. Here 
the test subroutine, based on March test AB, is constructed. 
(In addition, it is possible to extend this test subroutine to any 
March test [38].) The test response from the RAM is propagated 
through the PORTC (GPIO pins) to the SM-HBST for signature 
generation. 

Table XVIII contains reference signatures of the RAM test 
using March AB, generated by the SM-HBST. The data bus of 
each RAM bank is propagated to PORTC. The data bus is 8-bit 
with eight same signatures on each pin of PORTC. For simplicity, 
only single signature will be presented for each RAM bank.

Table XVIII
RAM test Signatures Based on March AB

Module RAM
Bank

PIC 
16F87X

PIC 
18F4X2

RAM
Bank

PIC 
18F4X2

RAM

1 0438F8 EFF5D9 7 08E472
2 B300AE 511ECC 8 B2691B
3 CFB46B A83A68 9 C3162B
4 379AAD BA8630 10 A5A126
5 A33AFC 11 DFB602
6 9EC7E8 12 93B255

Table XIX and Table XX compare between the HYBST 
strategy and the SBST strategy in terms of memory utilization 
and the total number of clock cycles for both PIC16F877 (368 
byte divided into 4 parts) and PIC18F452 (1536 byte divided 
into 12 parts) to finish RAM test using March AB. From  
Table XIX and Table XX, the HYBST strategy in the RAM test 
using March AB achieves the reduction in memory utilization 
and the test application time except in the RAM utilization in 
Table XX.

Table XIX 
Statistics of the RAM Test Using March AB for PIC16F877

RAM test Unit HYBST
SBST with TRC using

MISR LFSR
RAM utilization Byte 16 4.34% 16 4.34% 16 4.34%
Flash Memory utilization Word 200 2.44% 336 4.10% 336 4.10%
Clock cycles Clock cycle 279,668 531,399 532,039

Table XX 
Statistics of the RAM Test Using March AB for PIC18F452

RAM test Unit HYBST
SBST with TRC using

MISR LFSR
RAM utilization Byte 23 1.49% 21 1.36% 21 1.36%
Flash Memory utilization Word 302 0.92% 528 1.61% 528 1.61%
Clock cycles Clock cycle 1,221,368 2,071,891 2,071,891

3. EEPROM Test: The EEPROM is read and is written du
ring normal operation. This memory is not directly mapped 
in the register file space. Instead, it is indirectly addressed 
through the SFRs. There are four SFRs used to read and to 

write this memory. These registers are EECON1, EECON2 
(not a physically implemented register), EEDATA and EEADR. 
User program can use the EEPROM to store the important data 
during the application run and to read it again after the end of 
the application. First, the test subroutine reads the data from 
EEPROM locations. Then, the test subroutine stores the data 
into a temporary location before testing this module.

Since the large delay (20 ms) is required between the 
written data cycle of the EEPROM and the read data cycle of 
the EEPROM, therefore the required number of clock cycles is 
large to deal with the SM-HBST. Therefore, the EEPROM test 
subroutine was implemented based on a simple marsh algorithm 
with low time complexity. It is the modified algorithmic test 
sequence (MATS) algorithm that detects all combination of 
stuck-at faults (SAF) in RAMs and has a test length with a 
complexity of 4n [39]-[40]. MATS test sequence is {↑(W0); 
↑(R0,W1); ↑(R1)} where the EEPROM is internally tested and 
the data results are sent for validation. 

The measured signature in the HYBST strategy is calculated 
inside the microcontroller like the SBST strategy. Therefore, 
from Table XXI and Table XXII, there is no improvement in the 
memory utilization and no reduction in the total test application 
time for both PIC16F877 and PIC18F452 to finish the EEPROM 
test.

Table  IV XXI
Statistics of the EEPROM Test using MATS for PIC16F877

EEPROM test Unit HYBST
SBST with TRC using

MISR LFSR
RAM utilization Byte 22 5.97% 22 5.97% 22 5.97%
Flash Memory utilization Word 190 2.32% 190 2.32% 190 2.32%
Clock cycles Clock cycle 15,493,952 15,493,951 15,493,951

Table XXII 
Statistics of the EEPROM Test using MATS for PIC18F452

EEPROM test Unit HYBST
SBST with TRC using

MISR LFSR
RAM utilization Byte 27 1.75% 27 1.75% 27 1.75%
Flash Memory utilization Word 316 0.96% 316 0.96% 316 0.96%
Clock cycles Clock cycle 15,445,035 15,445,035 15,445,035

G. Comparisons between the HYBST and the SBST
Test subroutines were individually investigated for testing 

all microcontroller modules in the previous sections. In this 
section, all test subroutines are merged together in one complete 
test program. The effectiveness of the complete test program 
using the HYBST strategy and the SBST strategy will be 
evaluated on two Microchip® microcontrollers (PIC16F877A 
and PIC18F452). Table XXIII and Table XXIV show the 
comparison of the complete test program between the HYBST 
strategy and the SBST strategy, based on the emulated LFSR 
and the emulated MISR as the TRC. These tables present the 
statistics of the complete test program such as the memory 
utilization (data memory, and flash memory), the test application 
time (the number of clock cycles taken to finish the complete 
test), and the testability of microcontroller modules (the number 
of tested modules in a microcontroller). 
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Table XXIII
Statistics of the Complete Test Program for PIC18F452

Microchip® 
PIC18F452 Unit HYBST

SBST with TRC using

MISR LFSR

RAM utilization Byte 30 1.95% 47 3.06% 94 6.12%
Flash Memory 
utilization Word 2326 7.09% 5592 17.06% 6682 20.4%

Clock cycles Clock 
cycle 21,112,792 70,023,259 112,101,595

Tested Modules All Passed Timers, GPIO and CCP Failed

Table XXIV
Statistics of the complete test program for PIC16F877

Microchip® 
PIC16F877 Unit HYBST

SBST with TRC using

MISR LFSR

RAM utilization Byte 27 7.33% 44 11.95% 93 25.27%
Flash Memory 
utilization Word 1663 20.3% 3568 43.55% 3897 47.57%

Clock cycles Clock 
cycle 25,600,168 78,348,171 114,734,099

Tested Modules All Passed Timers, GPIO and CCP Failed

Performance enhancement of the HYBST strategy is shown 
in Table XXV. The comparisons between the HYBST strategy 
and the SBST strategy based on the emulated LFSR and the 
emulated MISR as the TRC present the superiority of the 
presented HYBST strategy over the SBST strategy. It achieves 
a significant amount of reduction in the memory utilization 
and the test application time. Besides, the fault coverage of the 
HYBST strategy is greater than the other SBST strategies.

Table XXV 
Performance Enhancement Based on the HYBST Test Strategy

Microcontroller PIC 18F452 PIC 16F877
SBST with TRC using SBST with TRC using 

LFSR MISR LFSR MISR

RAM reduction 68.08% 36.17% 70.96% 38.63%
Flash memory 
reduction 65.19% 58.40% 57.32% 53.40%

Clock cycle 
reduction 81.16% 69.84% 77.68% 67.32%

From Table XXV, the superiority of the HYBST strategy in 
the memory utilization is achieved due to the reduction of the 
RAM utilization by 70.96% and 38.63% for PIC16F877 and by 
68.08% and 36.17% for PIC18F452. In addition, the HYBST 
strategy reduces flash memory utilization by 57.32% and 53.40% 
for PIC16F877 and by 65.19% and 58.40% for PIC18F452. The 
superiority of the HYBST strategy in the total number of clock 
cycles is achieved due to the reduction of the test application 
time by 77.68% and 67.32% for PIC16F877 and by 81.16% and 
69.84% for PIC18F452.

From Table XXIII, Table XXIV, and Table XXV, the 
complete test program in the PIC18F452 utilizes larger memory 
space than in the PIC16F877 because the PIC18F452 has 
more features than the PIC16F877 especially in timers and 
the multiplier that needs more effort to test them. Since the 
PIC18F452 achieves from 10-15 MIPS, and the PIC16F877 

operates in 5 MIPS [6], [31], therefore the complete test program 
of the PIC18F452 consumes lower test application time because 
of its higher performance rate. In addition, the HYBST strategy 
can test all modules and the SBST strategy cannot test timers, 
GPIO pins, and CCP modules because the SBST strategy cannot 
properly test GPIO pins of the microcontroller without using the 
SM-HBST strategy.

In the next section, the integrated test strategy of the 
microcontroller testing on the printed circuit board (PCB) for 
fault diagnosis indicates a real practical test strategy.

V. Fault Diagnosis of the Circuit Board Including 
Microcontroller Chip

Fault diagnosis of the CUT board including a microcontroller 
chip for correct operation is an important issue. It is required to 
apply the proper test patterns to the inputs of the CUT board 
and to analyze the test response for fault diagnosis. During the 
fault diagnosis, the faulty source components are located so that 
the CUT board is returned back to the service. The testing of 
a microcontroller chip in the board level requires integrating 
test strategies that test random logic integrated circuits (ICs) 
based on the SM-HBST strategy and test a microcontroller chip 
based on the HYBST strategy. The following integrated test 
strategy consists of two main phases; the CUT preparation and 
preprocessing phase and the testing and fault diagnosis phase.

A. CUT preparation and preprocessing phase
In this phase, the schematic diagram of the CUT should be 

defined. To clarify the idea of this phase, a simple CUT board 
is selected, shown in Fig. 12. It consists of three main parts. 
The first part is random logic part that consists of one decoder 
(74LS138 - U7), and two 4-Bit magnitude comparators (74LS85 
- U3, U5). The second part is the microcontroller part that 
consists of the microcontroller chip (PIC16F877 or PIC18F452), 
and the integrated circuit (MAX232 - U8). Both the application 
program used in the normal mode and the test program used in 
the test mode are loaded to the microcontroller. The third part is 
the design for testability (DFT) part that enables the CUT board 
to operate in two operation modes; normal mode and test mode. 
The DFT part has three multiplexer ICs (74LS157 - U4, U6, U9) 
that partition the microcontroller part from the random logic part 
in the test mode. The DFT part enables the testing of each part 
in the CUT board with its own test strategy to reduce the testing 
difficulty, and to assist the fault isolation. In the normal mode, 
the CUT board does its normal operation according to industrial 
applications.

The CUT board layout is generated from the circuit layout 
tool (ORCAD layout), shown in Fig. 13. The layout netlist 
file that defines a component list and a complete description 
of the connectivity nets between the components on the PCB 
is generated. From the layout netlist file, different related 
files are generated. These files will be very useful in the next 
phase to locate the faulty source components. The Node file is 
constructed from the layout netlist file. It holds node number, 
node name such as U04P04-74LS157 (it means IC number in 

ELECTRONICS, VOL. 22, NO. 2, DECEMBER 2018 73



the schematic diagram U04, pin number in the IC 04, and IC 
name 74LS157), node type (input node or output node), and the 
status of the node test. The Dependency file is also constructed, 
and holds output nodes such as U04P04-74LS157 and input 
nodes affect this output node in the same IC {U04P01-74LS157, 
U04P02-74LS157, U04P03-74LS157, U04P015-74LS157}. 
After constructing dependency file, the connectivity file will be 
created from the layout Netlist file. It holds the output nodes, 
connected to input nodes of other ICs. It is like the output 
node U04P04-74LS157, connected to the input node U05P01-
74LS85. These files are related to each other. When the output 
node, U04P04-74LS157, in the node file is chosen, the related 
information to this node appears in the dependency file and in 
the connectivity file.

This phase ends by capturing reference signatures for 
all nodes of the golden CUT board with the aid of the SM-
HBST strategy. The capturing reference signatures can be 
achieved for the random logic part and DFT part according to  
section III, and then the microcontroller part according to section 
IV. This phase is executed only once for every new CUT board.

B. Test and fault diagnosis phase
This test phase achieves the testing of the CUT board in 

two different directions. First direction is to test random logic 
part and the DFT part. The SM-HBST generates required test 
pattern signals, propagated through these ICs, and then it detects 
the stream binary data, generated from a target node on the 
CUT board by the test probe. The measured signature of that 
node, based on the test strategy in section III, is generated. 
The other direction is to test the microcontroller part. The SM-
HBST generates required test signals to select the test routines 
of the target microcontroller module. The stream binary data, 
generated from a target node on the microcontroller part, is also 
captured by the SM-HBST to generate the measured signature of 
that node, based on test strategy in section IV.

After the measured signatures of every node in the CUT 
board are generated, they are automatically compared with 
the corresponding reference signatures, captured using the 
previous phase. If the measured signature of a node is equal to 
a corresponding reference one, the test status flag of that node 
is set true (good node), and if this signature is not equal to a 
corresponding reference one, the test status flag of that node is 
set false (bad node).

Fig. 12.  Schematic diagram of the CUT.

              (a) The CUT layout fornt plane. (b) The CUT layout back plane. (c) The printed circuit board of the CUT.
Fig. 13.  The CUT board.
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When the fault is applied to the pin U03P06-74LS85 in the 
random logic part, it propagates from the source faulty node 
(pin) to the multiplexer U9 pin 2 (U09P02). In the test mode, 
this fault cannot propagate to the microcontroller part (input 
PORTE), shown in Fig. 14. The node U09P02 is considered 
the output of the random logic part in the test mode. The SM-
HBST generates required test patterns in the test mode 0, and 
the measured signatures of every node in the random logic 
part are captured. All output nodes that have false test status 
are stored in a temporary file as bad nodes. If this file has no 
bad nodes, then this CUT board is fault-free, and if this file 
has at least one bad node, then this CUT board is faulty. The 
bad nodes of the CUT board shown in Fig. 14 are shown in  
Table XXVI with the shadow rows. They are {U03P06, U05P05, 
U05P06, U05P07, U07P07, U07P08, U07P09, U07P10, 
U07P11, U07P12, U07P13, U07P14, U07P15}.

The dependency file and connectivity file, generated from 
the previous phase, are utilized to track each bad node in the 
temporary file to get the source faulty node (nodes). For 
example, the bad node U07P15-74LS138 in the temporary file 
has the dependency set, DU07P15 {U07P01, U07P02, U07P03, 
U07P04, U07P05, U07P06}. If the node U07P06-74LS138 
that belongs to DU07P15 is connected to the node U05P06-
74LS85 in the temporary file, skip the node U07P15-74LS138 
and another bad node in the temporary file is tracked. This 
search processes until the source faulty node U03P06-74LS85 
is determined. This node has the dependency set, DU03P06 
{U03P01, U03P02, U03P03, U03P04, U03P09, U03P10, 
U03P11, U03P12, U03P13, U03P14, U03P15}. All nodes in the 
DU03P06 have no connection with any bad node. Therefore, 
the node U03P06-74LS85 is selected as the source faulty node. 
If the measured signature of the source faulty node is varying 
from test cycle to another test cycle (flashing), and the measured 
signature of any node in the temporary file is flashing, a short 

circuit (bridging fault) among the nodes in the temporary file 
may be occurred.

Table XXVI 
Reference and measured signatures of tested nodes 

of the random logic part

No. Node Name Reference (Good) 
signature Measured signature Status

226 U03P05-74LS85 B0B300 0 - 0 B0B300 0 - 0 True
227 U03P06-74LS85 25FA0A 0 - 0 299BD5 0 - 0 False
228 U03P07-74LS85 BCD2DF 0 - 0 BCD2DF 0 - 0 True
241 U04P04-74LS157 82775E 0 - 0 82775E 0 - 0 True
244 U04P07-74LS157 413BAF 0 - 0 413BAF 0 - 0 True
246 U04P09-74LS157 A09DD7 0 - 0 A09DD7 0 - 0 True
249 U04P12-74LS157 D04EEB 0 - 0 D04EEB 0 - 0 True
251 U05P05-74LS85 8044B1 0 - 0 0B3009 0 - 0 False
252 U05P06-74LS85 4D5644 0 - 0 EF8624 0 - 0 False
253 U05P07-74LS85 E48920 0 - 0 CD2DF8 0 - 0 False
273 U06P04-74LS157 682775 0 - 0 682775 0 - 0 True
276 U06P07-74LS157 B413BA 0 - 0 B413BA 0 - 0 True
278 U06P09-74LS157 DA09DD 0 - 0 DA09DD 0 - 0 True
281 U06P12-74LS157 ED04EE 0 - 0 ED04EE 0 - 0 True
292 U07P07-74LS138 680659 0 - 0 3E6B17 0 - 0 False
294 U07P09-74LS138 5147C1 0 - 0 69A611 0 - 0 False
295 U07P10-74LS138 D1F135 0 - 0 5385D7 0 - 0 False
296 U07P11-74LS138 1F0722 0 - 0 CB4EF9 0 - 0 False
297 U07P12-74LS138 A1990C 0 - 0 6A5924 0 - 0 False
298 U07P13-74LS138 8A29C0 0 - 0 9B24BD 0 - 0 False
299 U07P14-74LS138 A29B21 0 - 0 D29304 0 - 0 False
300 U07P15-74LS138 33CA26 0 - 0 036E91 0 - 0 False
321 U09P04-74LS157 299BD5 0 - 0 299BD5 0 - 0 True
324 U09P07-74LS157 000000 0 - 0 000000 0 - 0 True
326 U09P09-74LS157 299BD5 0 - 0 299BD5 0 - 0 True
329 U09P12-74LS157 299BD5 0 - 0 299BD5 0 - 0 True

Fig. 14.  Schematic diagram of the faulty CUT propagation.
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VI. Experimental results

This section presents the complete application of this hybrid 
test strategy, applied to the CUT board in Fig. 14. In the normal 
mode, the main input signals (NA0 to NA10), the master clear 
(NMCLR), and the main clock oscillator (NOSC) are propagated 
through the random logic part and the microcontroller part. The 
presented hybrid test strategy does not depend on the embedded 
application of the CUT board. It is applicable for any CUT 
board including a microcontroller chip whatever its industrial 
applications are.

In previous section, the fault was applied to the pin U03P06-
74LS85 in the random logic part. The reference (good) signatures 
and the corresponding measured signatures of the CUT board 
were captured and then stored in the database according to test 
mode 0. In this section, the other fault is applied to the input pin 
J03P26-RX-PIC18F452 in the microcontroller part. 

To properly test the CUT board, it is required to go through 
various modes and to connect the SM-HBST with the CUT 
board. First, it is required to know some control signals for the 
operation modes of the CUT board. The control input signal, 
NEN, is connected to all multiplexers in the DFT part. It allows 
the switch between the normal mode and the test mode. These 
multiplexers can switch between main inputs of the CUT board 
in the normal mode and the required test signals, generated 
from the SM-HBST in the test mode. Multiplexers (U4 and 
U6) switch the output port PORTB (pin 33 to pin 40) of the 
microcontroller and the test pattern inputs (NTPG0 to NTPG7), 
generated from the SM-HBST (GTPG(7:0)). The signal input, 
NSW, enables the microcontroller operation in the normal mode. 
Multiplexer U9 switches between the output signal generated 
from the output of decoder U7 and the input signal NTDR0 that 
enables the microcontroller part in the test mode. In addition, 
multiplexer U9 switches between the master clear (NMCLR) 
of the CUT, and the test clear (NCUT_CLR), generated from 
the SM-HBST (CUT_CLR). It also switches between the clock 
oscillator (NOSC) of the CUT board, and the test clock (NCUT_
CLK), generated from the SM-HBST (GCUT_CLK). 

Signal NEN, NSW, and signal NTDR0 are connected to the port 
PORTE (pin 8 to pin 10) of the microcontroller as an input port. 
These signals, shown in Table XXVII, partition the CUT into two 
main parts (the random logic part and the microcontroller part) 
in the test mode. The inputs of the random logic part (NTPG0 
to NTPG7, and NA0 to NA10) are connected to test signals, 
generated from the SM-HBST (GTPG(18:0)). The SM-HBST 
generates the required test patterns and the measured signatures 
of target nodes according to test mode 0, explained in section 
III. In the microcontroller part, the microcontroller receives an
input selection (NDr0 to NDR4) from port PORTA (pin 3 to pin 
7) as an input port. This input selection is stimulated from the
SM-HBST as the deterministic test patterns (GTPG(42:47)) 
according to test mode 3 shown in Table V. These deterministic 
test patterns are used to select the proper microcontroller module 
for testing. Other microcontroller ports are set to be output ports 
(PORTB, PORTC, and PORTD) to propagate the test response 
to the SM-HBST for signature generation.

Table XXVII
Control signals for modes of the CUT operation

Control signals
Operation

NEN NSW NTDR0

0 0 X Disable the microcontroller operation in the normal
mode.

0 1 X Enable the microcontroller operation in the normal
mode.

1 X 1 Enable switching of the multiplexers in test mode 
and enable the testing of the microcontroller part.

1 X 0 Enable switching of the multiplexers in test mode 
and disable the testing of the microcontroller part.

The applied fault to the pin J03P26-RX-PIC18F452 in the 
microcontroller part is examined. The fault is the open-circuit 
in the output track on the CUT board between pin J03P26-RX-
PIC18F452 and pin U08P11-MAX232. It affects the USART 
Receive part of the serial port connection. This leads to a number of 
bad nodes in the serial port of the microcontroller part. The USART 
test routine, presented in section IV, sends test patterns to the 
USART transmitter pin J03P25-TX-PIC18F452 and loops it back 
again through MAX232 chip to receive it from USART receiver 
pin J03P26-RX-PIC18F452 (a short circuit through RS232). 

Based on the CUT board shown in Fig. 14, Table XXVI shows 
some tested nodes that include the reference and the measured 
signatures of the random logic part, and Table XXVIII shows some 
tested nodes that include the reference and the measured signatures 
of the microcontroller part. Every tested node in Table XXVI has 
a single reference signature, a single measured signature and a 
single test status. However, in Table XXVIII, some external tested 
nodes of the microcontroller have multiple reference signatures, 
multiple measured signatures, and different test status according to 
the testing of the selected module of the microcontroller. 

Table XXVIII
Reference and measured signatures of tested nodes of the 

microcontroller part 
No. Node Name Reference Signature Measured Signature Status
73 J03P19-RD0-PIC18F452 98A6B8 PORTS 98A6B8 PORTS True
74 J03P20-RD1-PIC18F452 30B502 PORTS 30B502 PORTS True
75 J03P21-RD2-PIC18F452 C40F5E PORTS C40F5E PORTS True
76 J03P22-RD3-PIC18F452 8077CC PORTS 8077CC PORTS True
81 J03P27-RD4-PIC18F452 A0DC17 PORTS A0DC17 PORTS True
82 J03P28-RD5-PIC18F452 9AD2DA PORTS 9AD2DA PORTS True
83 J03P29-RD6-PIC18F452 CB508C PORTS CB508C PORTS True
84 J03P30-RD7-PIC18F452 7F1705 PORTS 7F1705 PORTS True
95 J03P19-RD0-PIC18F452 3C2EAD CPU 3C2EAD CPU True
96 J03P20-RD1-PIC18F452 F2C053 CPU F2C053 CPU True
97 J03P21-RD2-PIC18F452 86F82A CPU 86F82A CPU True
98 J03P22-RD3-PIC18F452 9AA92E CPU 9AA92E CPU True
99 J03P27-RD4-PIC18F452 4BDB14 CPU 4BDB14 CPU True
100 J03P28-RD5-PIC18F452 243FD2 CPU 243FD2 CPU True
101 J03P29-RD6-PIC18F452 8EF7CD CPU 8EF7CD CPU True
102 J03P30-RD7-PIC18F452 EB5A81 CPU EB5A81 CPU True
103 J03P19-RD0-PIC18F452 470BC1 USART 00F4BF USART False
104 J03P20-RD1-PIC18F452 BD5481 USART 00F4BF USART False
105 J03P21-RD2-PIC18F452 70EC7A USART 00F4BF USART False
106 J03P22-RD3-PIC18F452 8AB33A USART 00F4BF USART False
107 J03P27-RD4-PIC18F452 75D341 USART 00F4BF USART False
108 J03P28-RD5-PIC18F452 8F8C01 USART 00F4BF USART False
109 J03P29-RD6-PIC18F452 4234FA USART 00F4BF USART False
110 J03P30-RD7-PIC18F452 B86BBA USART 00F4BF USART False
111 J03P25-TX-PIC18F452 8AABC8 USART 8AABC8 USART True
112 J03P26-RX-PIC18F452 8AABC8 USART 299BD5 USART False
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In Table XXVIII, nodes 73 to 76 and nodes 81 to 84, 
generated from PORTD with PORTS status, test the GPIO 
module. Nodes 95 to 102, generated from PORTD with CPU 
status, test the CPU module, and nodes 103 to 110, generated 
from the PORTD with USART status, test the USART module. 
Shaded rows in Table XXVI and Table XXVIII show bad nodes, 
resulted from the target fault in the microcontroller part besides 
the applied fault in the random logic part.

Since the USART transmitter generates proper test patterns 
from node J03P25-TX-PIC18F452 according to the USART 
test, therefore the measured signature (8AABC8) is similar 
to the reference signature (8AABC8). Due to the open-circuit 
between pin J03P25-TX-PIC18F452 and pin U08P11-MAX232, 
the measured signature of pin U08P11-MAX232 (299BD5) 
is different from the reference signature (8AABC8). These 
patterns return back again through MAX232 chip from node 
U08P12-MAX232 and the microcontroller receives them from 
USART receiver pin J03P26-RX-PIC18F452. Therefore, the 
measured signature of pin J03P26-RX-PIC18F452 (299BD5) 
will be different from the reference signature (8AABC8). The 
test status of node J03P25-TX-PIC18F452 is a good node, but 
the test status of node J03P26-RX-PIC18F452 is a bad node. 
In addition, nodes 103 to 110, generated from PORTD, are bad 
nodes in the USART test. However, the nodes generated from 
PORTD in the GPIO test and the CPU test, are good nodes. 
Therefore, the source faulty node of the microcontroller part 
is node J03P26-RX-PIC18F452 of the USART module in the 
microcontroller. 

Discussion: In this paper, three main test strategies are 
discussed. The first one is the HBST strategy. All testing system 
will be outside the CUT board on the external ATE. It costs large 
hardware overhead and large test application time to stimulate 
the target fault in the CUT board, besides small DFT circuitry 
is used to increase the controllability and observability of the 
CUT board. Increasing the controllability and observability of 
the CUT board assists the external ATE to properly apply the 
TPG and to acquire the test response. The CUT board including 
a microcontroller chip is a heterogeneous system with poor 
accessibility, so its embedded modules need large application 
time to properly apply test patterns. Therefore, the SBST 
strategy is considered the second test strategy to resolve the test 
cost of the HBST. The SBST strategy is mainly used to test large 
microprocessors. 

In the SBST strategy, the testing system including the TPG, 
TRC, test controller, and testing evaluation will be emulated 
using the software code inside the memory of the microprocessor 
system. The cost of the testing system is based on the hardware 
utilization, test application time, and the fault coverage. This 
microprocessor system has large memory, and the usage of the 
testing system inside this large memory does not utilize much 
space in it. Therefore, the SBST is an efficient test strategy for 
large microprocessors. However, when the SBST strategy is 
applied to the microcontroller with limited memory space, the 
cost of the hardware utilization is increased. No authors proposed 
solution for this issue. The authors in this paper propose a new 
hybrid test strategy to solve this issue, called the HYBST.

The cost of the testing system based on the HYBST strategy 
is composed of three parts. The first part is the SM-HBST design 
based on the FPGA implementation whereas the total gate 
equivalent of the presented design on the FPGA is 34,373 gate 
equivalent (equals 137,492 transistors) where the gate equivalent 
unit is 2-input NAND gate that equals four transistors. The 
second part is the used ICs in the DFT on the CUT board, and 
the third part is the hardware utilization in the microcontroller. 
The HYBST strategy is used to test the CUT board including 
the microcontroller chip. It is required to make a comparison 
between the number of transistors used in the testing system and 
the CUT. This discussion can be concluded by what the expected 
number of transistors in the microcontroller is. 

From Table I and for the PIC18F452, the data memory 
(SRAM) used is 1536 byte (1536 x 8 = 12288 bits). Every bit 
of the SRAM cell needs six transistors. This leads to 73,728 
transistors in the 12288 bits of the data memory. The excepted 
number of transistors in the periphery circuitry is around 
2,224 transistors according the memory design steps in [41]. 
Therefore, the total required transistors in the data RAM of the 
PIC18F452 microcontroller is around 76,000 transistors. The 
Flash memory that has 16 kword (word = 14 bits) is around 
267,376 transistors [41]. The used EEPROM memory has 256 
byte. It is around 2,648 transistors [41]. Therefore, the total 
transistors in these three modules, only in the microcontroller 
chip, are 346,024 transistors. From this estimation of the 
expected number of transistors in the data memory (SRAM), the 
flash memory, and the EEPROM memory, it exceeds the total 
transistors in the FPGA implementation. If all microcontroller 
modules are considered, the expected number of transistors in 
the microcontroller will be greater than the CUT board.  

The HYBST strategy is proposed to solve the testing cost 
of the HBST strategy and the SBST strategy in the hardware 
overhead, test application time and the fault coverage. If the test 
cost of the HYBST strategy is compared to the test cost of the 
SBST strategy for testing the microcontroller with small internal 
memory, the memory utilization and test application time are 
reduced besides increasing in the fault coverage. Adding FPGA 
circuit board increases the hardware overhead in the case of the 
HYBST strategy. However, the hardware overhead in the case 
of the SBST strategy is the memory utilization only. If the test 
cost of the HYBST is compared to the test cost of the HBST 
strategy for testing the microcontroller with poor accessibility, 
the hardware overhead is nearly the same but the test application 
time is reduced besides increasing in the fault coverage. 

The presented test strategy in this paper has some 
limitations. The maximum frequency of the three-phase clocks 
(GCLK_TPG, GCLK_CUT, and GCLK_SIG) from Table 
IV is 4.17 MHz. Whereas, the maximum frequency of most 
microcontrollers is greater than 4 MHz, therefore, the proposed 
test strategy is not suitable for at-speed testing. In addition, and 
due to the small numbers of input modules in the microcontroller, 
the exhaustive testing is used to detect all combinational faults, 
detected by single-pattern test generators without fault simulator 
[1], [13]. Therefore, the proposed test strategy is not suitable 
for the detection of the delay fault, detected by two-pattern test 
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generators without fault simulator [12]. It is required to expand 
the following proposal to the two-pattern test generators, 
presented in [12]. This extension will increase the required 
hardware overhead in the memory utilization and will increase 
the required number of the clock cycles.

Finally, in the EEPROM test, the large delay (20 ms) 
between the written data cycle and the read data cycle increases 
the required number of clock cycles to deal with the SM-HBST, 
shown in Table XX and Table XXI. Therefore, the EEPROM test 
subroutine was implemented based on a simple marsh algorithm 
with low time complexity and low fault coverage. From Table 
XX and Table XXI, there is no improvement in the memory 
utilization and no reduction in the total test application time for 
both PIC16F87X and PIC18F4X2.

VII. Conclusion

The HBST strategy is limited to test complex digital circuits 
such as microcontrollers that have heterogeneous components 
with poor accessibility. In addition, the SBST strategy is 
efficient in the case of complex embedded processors. However, 
for microcontrollers with small internal memories, the SBST is 
limited in the memory utilization, and cannot test all its internal 
modules and its GPIO pins without the external ATE.

In this paper, the integrated test strategy solution of the 
CUT board including a microcontroller chip with small internal 
memories for fault diagnosis was presented. It targets both 
conventional random logic ICs and a microcontroller chip on 
the CUT board. Conventional random logic ICs is tested based 
on the SM-HBST strategy. Every pin (node) in the random logic 
ICs is stimulated by the TPG of the SM-HBST, and the test 
response from a tested pin (node) is compacted for signature 
generation. Measured signatures are generated according to 
different test modes and are automatically compared to get the 
source faulty pins (nodes).

In addition, the new hybrid-based self-test strategy, HYBST 
that tests the microcontroller circuits with small internal 
memories was presented. It combines both the SM-HBST 
strategy and the SBST strategy. Based on divide-and-conquer 
strategy, the microcontroller is divided into a number of main 
modules. The ISA of the microcontroller family is used to 
generate test subroutines as a part of the BIST scheme, which 
is the emulated TPG and part of the emulated test controller. 
The SM-HBST represents the other part of the BIST scheme 
as the test controller and the test response compaction. Each 
microcontroller module is exhaustively tested and all test 
patterns detect all combinational faults without fault simulator. 
The comparisons between the SBST strategy and the HYBST 
strategy show that the HYBST strategy is more suitable for 
testing of microcontroller chips with small internal memories. 
The HYBST strategy is superior in:

1) RAM utilization; where it reduces RAM utilization.
2) Flash memory utilization; where it reduces flash memory

utilization.
3) Test application time; where it reduces total number of

clock cycles.

4) Testing all internal microcontroller modules, and testing
of GPIO pins using the SM-HBST.

Experimental results showed that the presented test 
solution offers a suitable test strategy for complete digital 
electronic boards, composed of digital random logic ICs and 
microcontroller chips with small internal memories. It indicates 
a real practical strategy with the aid of the SM-HBST, and 
reduces testing difficulty to achieve high fault coverage.
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 
Abstract—Fault passage indicators (FPIs) and fault locators 

(FLs) are employed in modern distribution networks in order to 
enhance the process of fault localization, thus resulting in reduc-
tion of interruption time and improving the reliability of power 
supply. In this paper, a novel probabilistic techno-economic op-
timization method is proposed for determining the number and 
positions of FPIs that lead to maximum reduction of interruption 
time and investment costs in medium voltage (MV) distribution 
networks with and without FLs. The proposed method is based 
on a probabilistic non-sequential Monte Carlo simulation model 
of the real network, which is a proper compromise between com-
plicated sequential simulation models and too simplified analyti-
cal models. The main goal of the method is to obtain maximum 
improvement of the network reliability indices while using the 
minimum number of FPIs. The method is tested on a combined 
urban/rural MV distribution network in Bosnia and Herzegovina 
and results are thoroughly discussed. 
 

Index Terms—Distribution network, fault locators, fault pas-
sage indicators, non-sequential Monte Carlo simulation. 
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I. INTRODUCTION 
ccurrences of faults in the power distribution system are 
unavoidable due to many reasons [1]. Short circuit faults 

lead to interruptions in the power supply, decreasing thereby 
reliability offered to the customers. Each outage results in fi-
nancial costs to distribution companies due to undelivered 
energy and penalties for energy not supplied [2]-[4]. On the 
other hand, quality regulation schemes adopted in many coun-
tries provide incentives to distribution system operators 
(DSOs) for establishing satisfactory levels of reliability indi-
ces [5]-[7]. Thus, one of the main tasks of the DSO is to im-
prove the system reliability. 
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An efficient measure for increasing the reliability of the dis-
tribution system is to reduce the interruption time by perform-
ing faster fault localization [1]. As a cost-effective solution, 
fault locators (FLs) and fault passage indicators (FPIs) are 
employed in modern distribution networks [8]-[12]. FLs de-
termine the distance to the fault based on the faulty line im-
pedance, which is derived from voltage and current measured 
at the supply point during the fault. FLs are reasonably accu-
rate for faults adjacent to the beginning of the line and/or for 
low impedance faults, while their accuracy significantly de-
creases in cases of remote and high impedance faults [8]. An-
other drawback of the FLs is that they cannot unambiguously 
determine the faulty branch in networks containing branches 
[8]. FPIs determine the location of the fault by detecting the 
passage of fault current through a section of a feeder on which 
they are installed. The fault is located in the area between the 
last indicator that detected the passage of fault current and the 
first following that did not. 

Commonly, one FL is placed in the substation at the supply 
point of the network, while several FPIs can be placed at suit-
able locations in the distribution network. Because of signifi-
cant costs related to the installation of FPIs, their exact num-
ber and positions for a given network must be determined in 
order to achieve a satisfactory ratio between installation costs 
and increased reliability [13]-[21]. 

Based on the research conducted in [21]-[24], the main goal 
of this paper is to propose a probabilistic techno-economic 
analysis for determining optimal number and positions of FPIs 
which will yield the maximum reduction of interruption time 
and costs both for networks with and without FLs. In order to 
take all influential factors into consideration, a comprehensive 
assessment methodology is developed and a simulation ap-
proach based on the probabilistic principle is employed. 

The methodology is presented in Section II, where the op-
timization process is divided in two parts – technical and eco-
nomic. Existence of the optimum, dimensionality problems 
and convergence of the technical optimization are addressed in 
detail and verified through results obtained on a real test net-
work. Economic optimization, which is further explained, is 
based on achieving the techno-economic balance between 
benefits arisen from improved reliability and installation costs 
of FPIs. At the end of Section II, a comprehensive optimiza-
tion algorithm is presented, followed by a thorough analysis of 
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mathematical models used on each step of the algorithm. As 
many inputs are uncertain and behave according to the laws of 
probability theory, the Monte Carlo simulation technique is 
employed. In Section III, the final results of the probabilistic 
optimization are displayed in form of cumulative probability 
density functions (CDFs) for one real combined urban/rural 
medium voltage (MV) distribution network in Bosnia and 
Herzegovina. Conclusions are given in Section IV. 

II. METHODOLOGY 
In this section, a methodology for determining the number 

and positions of FPIs in MV distribution network is proposed 
and discussed. According to our literature review, there are 
two approaches to determine optimal locations and number of 
FPIs. The first approach includes direct optimization methods. 
The most common direct approach is finding the positions of 
FPIs by minimizing the sum of total interruption costs and the 
costs of investment and installation. Since the interruption 
costs are in a complex relation with the locations of FPIs, the 
minimum of the objective function is not easily achievable. 
The authors in [13] employed a mixed integer linear pro-
gramming (MILP) formulation. By considering not only FPIs 
but also the other remotely controlled switching equipment, 
the number of independent variables included in the problem 
formulation is greater than 30. The approach in [14] is similar 
though with a simpler objective function. Instead of using the 
MILP technique for optimization, the authors employed the 
immune algorithm. The authors in [15] showed the application 
of the genetic algorithm (GA) for various types of technical 
and economic objective functions. Another application of GA 
in combined techno-economic optimization can be found in 
[16]. The second approach is based on the indirect principle. 
An auxiliary objective function is created which is much sim-
pler for optimization, while the obtained results are still locat-
ed in the vicinity of the optimal solution. Under the indirect 
approach, the authors use rather heuristic methods to find lo-
cations in the network which are good candidates for installing 
the FPIs. The cost effectiveness of the method is tested and 
verified afterwards. One of the first ideas for indirect approach 
is the fuzzy method [17], [18]. Instead of computing precise 
positions appropriate for installation of FPIs, the method pro-
vides the results in a form of a chart which shows the installa-
tion potential for each bus along the main feeder, which repre-
sents distance from the network substation to the farthest net-
work bus [19]. Another step forward is made in [19], where a 
simple auxiliary function is proposed and GA is employed for 
its minimization. 

In this paper, the indirect approach is utilized because of its 
simplicity and acceptable accuracy in practical applications. 
The methodology consists of technical and economic optimi-
zation and is sketched in Fig. 1. The technical optimization is 
performed first, where a given number of FPIs is properly 
distributed across the network. After the technical optimiza-
tion, the economic optimization is performed, with potential 
FPI locations and their number as an input. The output of eco-
nomic optimization is selection of the best set of FPIs (number 
and locations) which will provide the greatest profit. 

 
Fig. 1. The optimization process consisted of two main components. 

A. Technical Optimization 
The technical part of the optimization contains an algorithm 

which suggests potential locations for a given number of FPIs. 
The initial idea for technical optimization, which is based on 
the indirect principle, was introduced in [19]. In order to per-
form a fast, yet acceptably accurate, search optimization pro-
cess, a simplified auxiliary objective function is formed which 
is in correlation with the target reliability indices. It is recog-
nized that load, number of customers and distances between 
FPIs are the most important inputs for this optimization func-
tion. The following two principles are introduced: 

 A feeder bus is a good candidate to install an FPI if the 
load and the number of customers located downstream 
from that feeder bus are high. 

 The considered bus becomes a less favorable candidate 
for FPI installation if another FPI has already been in-
stalled in its vicinity. 

Moreover, the technical and economic indices could be fur-
ther improved if a couple of additional principles are also tak-
en into account [21]: 

 Impact of lateral branches should be included in the fault 
search priority. 

 Failure rate is not constant along the main feeder. 

The mentioned four principles are incorporated in the objec-
tive function:  

       1 2
0

maxx

objf l x c x d x f x dx     . (1) 

In (1), the first principle is modeled by α1l(x) + α2c(x), 
where l(x) represents the normalized load, and c(x) represents 
the normalized number of customers in terms of location on 
the main feeder. The constants α1 and α2 are the weighting 
coefficients for the load and number of customers, respective-
ly. The second and third principles are taken into account by 
the distance d(x). This distance represents relative distance 
from the location of the fault to the nearest device able to indi-
cate that fault and the impact of lateral branches to the ex-
pected time to find a fault. Finally, the fourth principle means 
that the failure rate changes along the main feeder. The failure 
rates are not the same in urban and rural areas. In addition, the 
failure rates of the laterals are greater than the failure rate of 
the main feeder. The failure rate function which combines 
impacts of both main feeder and its laterals is designated with 
f (x). A graphic illustration of (1), calculated for the test net-
work (see Appendix), is presented in Fig. 2. In order to find 
the best solution, the locations of the FPIs are varied along the 
main feeder until the area under the curve is minimized. 
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Fig. 2. Example of the objective function computed for the test network with 
one FPI. The FPI is located 5 km downstream along main feeder.

1) Existence of the optimum 
For a small number of FPIs and an acceptable (small) 

search step, the objective function (1) can be minimized by 
employing a simple, yet time consuming, brute force search 
method. In this method, the value of the objective function (
is calculated for all possible locations of FPIs and for several 
numbers of FPIs in a given distribution network. The comb
nation that yields the minimum value of the objective function 
(1) is declared the optimal solution. For example, by moving 
one FPI along the main feeder of the test network (see Appe
dix) one obtains the diagram in Fig. 3. It can be seen that the 
objective function for this case reaches its minimum when the 
FPI is located 7908 m away from the network substation. 
Therefore, if one FPI is to be installed in this test network, it 
should be placed 7908 m away from the network substation 
along the main feeder. 

If there are more than two FPIs, then it is not possible to 
construct a graphical interpretation of the objective function 
vs. FPI locations. However, in order to demonstrate the pro
lems which arise when minimizing the objective function for 
cases with more than two FPIs, a special diagram in 
constructed. This diagram shows the objective function vs. 
positions of two FPIs for the case when eight FPIs are used, 
whereas six of them have fixed positions. For the area shown 
in Fig. 4 the objective function has a total of fou
which three are local extremes. The existence of local e
tremes can lead to the result where the optimization algorithm 
converges to the local rather than to the global extreme. Thus, 
one should be careful when using evolutionary algorithms 
finding the optimal number of FPIs. 

Fig. 3. Objective function vs. FPI location for the case when one FPI is l
cated at the main feeder of the test network. 
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uted for the test network with 

long main feeder. 

For a small number of FPIs and an acceptable (small) 
) can be minimized by 

employing a simple, yet time consuming, brute force search 
method. In this method, the value of the objective function (1) 
is calculated for all possible locations of FPIs and for several 
numbers of FPIs in a given distribution network. The combi-
nation that yields the minimum value of the objective function 

solution. For example, by moving 
the test network (see Appen-

. It can be seen that the 
objective function for this case reaches its minimum when the 

m away from the network substation. 
Therefore, if one FPI is to be installed in this test network, it 

the network substation 

If there are more than two FPIs, then it is not possible to 
construct a graphical interpretation of the objective function 
vs. FPI locations. However, in order to demonstrate the prob-

izing the objective function for 
cases with more than two FPIs, a special diagram in Fig. 4 is 
constructed. This diagram shows the objective function vs. 

of two FPIs for the case when eight FPIs are used, 
whereas six of them have fixed positions. For the area shown 

the objective function has a total of four extremes, of 
which three are local extremes. The existence of local ex-
tremes can lead to the result where the optimization algorithm 
converges to the local rather than to the global extreme. Thus, 
one should be careful when using evolutionary algorithms for 

 
Objective function vs. FPI location for the case when one FPI is lo-

Fig. 4. Objective function vs. FPI location for the case when eight FPIs are 
located at the main feeder of the test network (positions of six FPIs are fixed).

2)  Dimensionality problem of brute force search method
As was mentioned before, the brute force search method is 

applicable only for a small number of FPIs in a given distrib
tion network. The reason behind this is the rapid increase in 
the number of combinations of FPI locations followed by the 
increase in the number of installed FPIs.
strate this, let us consider the test network in which the length 
of the main feeder is 20100 m. If the re
tions along the main feeder is chosen to be 50
would be 402 possible FPI locations. If one FPI is to be i
stalled in this network, one would have to search for the opt
mum location among these 402 possible locations, i.e.
would be a total of 402 combinations. If 
stalled, then the number of total combinations would be:

 
402 402!

402 ! !comN
N N N

 
    

. 

The increase of the number of combinations with the i
crease of the number of FPIs and search resolution is shown in 
Fig. 5. By observing Fig. 5, it can be concluded that number of 
combinations rapidly increases with the increase in the nu
ber of FPIs. It is clear that for a large number of FPIs or in the 
case of a small search step, the objective function cannot be 
efficiently minimized in this manner.

Fig. 5. Number of combinations vs. searching resolution and number of FPIs.
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Objective function vs. FPI location for the case when eight FPIs are 

the test network (positions of six FPIs are fixed). 

Dimensionality problem of brute force search method 
As was mentioned before, the brute force search method is 

small number of FPIs in a given distribu-
this is the rapid increase in 

the number of combinations of FPI locations followed by the 
increase in the number of installed FPIs. In order to demon-
strate this, let us consider the test network in which the length 

m. If the resolution for FPI loca-
tions along the main feeder is chosen to be 50 m, then there 
would be 402 possible FPI locations. If one FPI is to be in-
stalled in this network, one would have to search for the opti-
mum location among these 402 possible locations, i.e. there 
would be a total of 402 combinations. If N FPIs are to be in-
stalled, then the number of total combinations would be: 

 (2) 

The increase of the number of combinations with the in-
and search resolution is shown in 

, it can be concluded that number of 
combinations rapidly increases with the increase in the num-
ber of FPIs. It is clear that for a large number of FPIs or in the 

the objective function cannot be 
minimized in this manner. 

 
Number of combinations vs. searching resolution and number of FPIs. 
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3) Pattern Search method 
One of the fast and efficient methods for minimization of 

the objective function is the Pattern Search (PS) algorithm. 
Initial research on the applicability of the PS method to the 
problem of optimal location of FPIs was presented in [21]. In 
this paper, the method is further improved in terms of setting 
the initial guess, increasing the stability of convergence and 
applicability to the problem defined in the probabilistic form. 

The idea of PS is about a half century old [25]. The method 
has been tested and developed over the years so far and it has 
been applied to many scientific disciplines. There are also 
applications of PS algorithm to the problems of electric power 
engineering [26]. The main advantage of the method is that PS 
does not require a gradient of the objective function. It is 
therefore applicable for minimization of various non-
continuous and non-differentiable functions. 

In order to apply the PS method for minimizing the objec-
tive function (1) a few modifications have to be made. First of 
all, the FPIs can be located only on the main feeder, which 
means that the FPI location can move along one axis of the 
mesh only. Second of all, if the basic PS principle is to be 
used, the optimum location of all or some of the FPIs could be 
placed to fall beyond the main feeder, due to doubling of the 
mesh step. By introducing constraints in the minimization of 
objective function (1), modified PS methods are obtained. 

The first method (PS1) is similar to the original PS method 
[26]. Starting from the initial guess of the optimal point, the 
step of the mesh is doubled or divided by two depending on 
the location for which the value of (1) is minimal. The initial 
mesh step for this method is 1 m. By applying this method, it 
can easily happen that the optimum FPI location falls beyond 
the main feeder. If so, following rules are applied:  

 If the obtained optimal location, measured as the distance 
from the network substation to the FPI along the main 
feeder, is less than zero, the FPI is set to location zero at 
the beginning of the main feeder. 

 If the obtained optimal location is larger than the length of 
the main feeder, the FPI is moved to the end of the main 
feeder. 

In the second method (PS2) the step of the mesh is never 
doubled but only divided by two if certain conditions are met 
[21]. In this manner, one avoids the situation where optimal 
FPI locations fall beyond the main feeder. The initial mesh 
step for this method is selected to obtain fast search for opti-
mal FPI locations between two initial FPI locations. A good 
empirical value is LMF /(5N), where LMF is the length of the 
main feeder and N is the total number of FPIs. 

The third method (PS3) is proposed in this paper and is 
based on the sequential principle where in each step the PS 
mesh for one FPI is observed. If it turns out that the locations 
of FPIs are optimal for a given mesh step, the mesh step is 
divided by two. As in the s method the initial mesh step is 
chosen in a way that enables fast search for optimal FPI loca-
tions between two initial FPI locations. The optimization pro-
cess is continued until a specified accuracy is achieved or until 
the maximum allowable number of iterations is reached. 

4) Initialization and convergence analysis of PS 
So far we have defined three methods obtained by the modi-

fication of the original PS method. From these definitions it 
can be concluded that different optimization methods in gen-
eral require different total number of iterations for conver-
gence. In order to compare convergence speed of these meth-
ods, the iteration step must be strictly defined. In the following 
analysis, one iteration step of the optimization method is de-
fined as a set of operations needed to calculate the value of the 
objective function (1) for one particular combination of FPI 
locations. The initial guess of FPI locations greatly affects the 
convergence speed and the accuracy of the obtained solution. 
In order to formulate recommendations for the selection of 
initial FPI locations, the influence of the initial guess on the 
number of iterations and solution accuracy is analyzed for 
several cases. 

A series of simulations was conducted for different initial 
locations and different number of FPIs. For a particular num-
ber of FPIs, the value of the objective function (1) was calcu-
lated for all solutions with different initial guesses. The solu-
tions for which the value of the objective function (1) was 
minimal were declared as global minima for that particular 
number of FPIs, while the other solutions were declared as 
local minima. The results of these simulations will serve as the 
basis for deriving a new method for the selection of initial FPI 
locations. 

Before the convergence analysis, we will explain the mean-
ing of used symbols. A circle indicates that the method con-
verges towards the global minimum, while a triangle indicates 
that the method converges towards a local minimum.  

If the FPIs are initially equally distributed along the main 
feeder: 

 FPI MF , 1, 1,2
1

jx j L j i i N
i

  


  , (3) 

results shown in Fig. 6 are obtained. In this case, the first 
method (PS1) converges towards the global minimum when 
the total number of FPIs is lower than four. The second and 
third method (PS2 and PS3) converge towards the global min-
imum when the total number of FPIs is equal to one or three. 
Thus, selecting the initial locations of FPIs in this manner 
gives poor optimization results, especially when the number of 
FPIs increases. 

 
Fig. 6. Number of iterations vs. number of FPIs for the case when all FPIs 
are initially equally distributed along the main feeder. 
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In the second case, FPIs are initially equally distributed 
along the first half of the main feeder. For this case the results 
are shown in Fig. 7. All methods, except PS3 for three FPIs, 
converge to the global minimum when the total number of 
FPIs is lower than six.  

In the third case, FPIs are initially equally distributed along 
the first 70 % of the main feeder. The first method (PS1) con-
verges towards the global minimum when the total number of 
FPIs is lower than four and equal to six, seven, eight and nine. 
The second method (PS2) converges towards the global mini-
mum when the total number of FPIs is lower than four and 
equal seven, nine and ten, while the third method (PS3) con-
verges to the global minimum when the total number of FPIs 
is lower than four and higher than six. For this case the results 
are shown in Fig. 8.  

From these results, we conclude that, for a given distribu-
tion network, optimal selection of initial FPI locations depends 
on the total number of FPIs. The authors did not notice any 
regularity in convergence that could be applied to an arbitrary 
number of FPIs. The convergence to the global optimum is 
also highly dependent on the topology of the particular distri-
bution network. 

5) Results of the technical part of the optimization 
According to the optimization principle depicted in Fig. 1, 

the technical component of the optimization method provides 
the suggested positions of FPIs along the main feeder, for an 
initially given number of indicators. The procedure is repeated 
for all numbers of FPIs which can result in reasonable benefit 
to cost ratio. 

 
Fig. 7. Number of iterations vs. number of FPIs for the case when the all 
FPIs are initially equally distributed along the first half of the main feeder. 

 
Fig. 8. Number of iterations vs. number of FPIs for the case when the all 
FPIs are initially equally distributed along the first 70 % of the main feeder. 

It is believed that it is sufficient to test cases containing up 
to 10 FPIs, since the benefit of improved reliability does not 
uniformly follow the FPI installation costs, but significantly 
decreases the speed of its growth as the number of indicators 
increases. The results of the technical part of the optimization 
can concisely be shown in one chart, as represented by Fig. 9. 
The most profitable case from this finite set of options will be 
declared to be the optimum solution, which will be selected in 
the economic part of the optimization. 

 
Fig. 9. The suggestion for optimal placement of the FPIs. 

B. Economic Optimization 
In the economic part of the optimization, the economically 

best solution of previously determined total FPI numbers and 
locations will be selected. The optimum number of FPIs is the 
one that yields the maximum difference between the incentive, 
i.e. reward or penalty, according to achieved values of reliabil-
ity indices due to optimum placement of FPIs, and the total 
cost of installed FPIs. The objective function for the economic 
optimization can be formulated as [24]: 

   FPI FPI costY N B N N FPI   , (4) 

where YFPI (N) is the annual financial profit of the distribution 
company when N FPIs are installed, BFPI (N) is some kind of 
benefit of improved reliability, expressed as either avoided 
penalty, gained incentive or just decreased raw costs of not 
supplied energy (in countries without developed regulation in 
the area of system reliability) for the case when N FPIs are 
installed, and FPIcost is the annual cost per installed FPI. The 
optimal number of FPIs in a specific distribution network is 
found as the number Nopt that yields the maximum value of 
(4), which is shown in Fig. 10. 

The reliability indices in a specific distribution network im-
prove with the increase in the number of installed FPIs. This 
increase is not linear, which means that for each distribution 
network there is a number of FPIs beyond which the im-
provement of the reliability indices, and the corresponding 
benefit BFPI (N), is insignificant (solid line in Fig. 10). The 
investment and maintenance costs of FPIs increase with the 
number of installed FPIs, whereas this increase is linear (dot-
ted line in Fig. 10). For a particular number of FPIs, all the 
benefit, due to increased reliability, is cancelled out by the 
total investment costs (point B in Fig. 10). 
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Fig. 10. The principle of finding the optimum number of FPIs [24]. 

The optimal number of FPIs for a given distribution net-
work is therefore determined as the option that gives the max-
imum value of profit (point A on dashed line in Fig. 10). 

The annual costs per FPI depend on the price of the FPI it-
self and on the price of additional equipment, the cost of in-
stallation and maintenance, as well as the lifetime. These costs 
are derived from following expression [15]: 

price inst
cost maint

age

FPI FPI
FPI FPI

FPI


  , (5) 

where FPIprice is the price, FPIinst is the installation cost, FPIage 
is the lifetime and FPImaint is the maintenance cost of one FPI. 
The maintenance costs primarily contain the costs for mainte-
nance and rental of communication channels, while the instal-
lation cost is primarily related to the additional equipment 
needed for installation and deployment of FPIs, as well as for 
the purchase of certain software and other necessary equip-
ment. 

The cost of the FL is considered to be negligible in this 
analysis. This is done because the FL is a standard piece of 
equipment which is already embedded in protective relays at 
the moment they are shipped and it is not billed separately. 

Benefits BFPI (N) may significantly vary from country to 
country so they should be analyzed in more detail. Norway 
was one of the first countries which introduced a penalty 
scheme for operation at poor reliability. The penalties intro-
duced in 2001 were based on not supplied energy. Regulated 
penalty prices are determined as 38 NOK (cca $2) per kWh for 
commercial/industrial customers interrupted for all sustained 
interruptions (longer than 5 minutes) and 4.2 NOK (cca $0.2) 
per kWh interrupted for residential customers [27]. According 
to a principle applied in Sweden [5], Germany or Spain [7], 
BFPI (N) is calculated based on customer interruption costs and 
the performance using the System Average Interruption Dura-
tion Index (SAIDI) and System Average Interruption Frequen-
cy Index (SAIFI) compared to some defined baseline [27]. 

The optimal positions of FPIs do not affect the value of 
SAIFI, but they affect the value of SAIDI, which means that 
the incentive BFPI (N) can be calculated as [27]: 

   
5 2

FPI b av
1 1

,ij ij ij ,i
i j

B N SAIDI SAIDI N c P
 

      , (6) 

where i represents the index of five different customer groups 
(industry, residential, agriculture, public and commercial ser-
vices), j represents the index of two different categories of 
interruption (planned and unplanned), SAIDIb,ij is the defined 
baseline value of SAIDI for i-th customer group and j-th cate-
gory of interruption, SAIDIij (N) is the achieved value of 
SAIDI for i-th customer group and j-th category of interrup-
tion due to optimal placement of N FPIs, cij is a cost parameter 
given in €/kWh and Pav,i is the average yearly power usage for 
i-th customer group. 

C. Simulation Algorithm 
The main steps of the proposed simulation algorithm are 

listed in the following procedure [23], [24]: 
1) Preparing the Network Data: Prepare the common input 

data such as distribution network topology, failure rates, 
customer power demands, number of simulated years etc.  

2) Generating the Artificial Set of Faults: Determine the set 
of random faults for each simulated year, respecting their 
conditional probability distributions in terms of hour, 
weekday and month of occurrence, as well as their yearly 
variation. 

3) Simulating the Customer Loads: Simulate the customer 
loads at the instants of faults, which are needed for calcu-
lating Energy Not Supplied (ENS). 

4) Simulating a Decision of the FL: Simulate decisions made 
by the FLs, which are influenced both by their perfor-
mance and the characteristics of the fault.  

5) Computing the Time Needed to Find a Fault: Compute 
the time taken by the repair crew to find the fault (support 
provided by the FPIs is taken into account). 

6) Evaluating the Reliability Indices: Evaluate the reliability 
indices such as SAIDI and ENS. 

7) Presenting the results: Present the results and make con-
clusions. 

 A detailed explanation of each step of the simulation algo-
rithm is given in the following text. 

1) Preparing the Network Data 
Information about the distribution network topology is 

stored in a matrix form. The matrix contains data about the 
number of buses, number, length and failure rates of power 
lines, number and power demands of customers, and location 
of disconnectors, reclosers, fuses and FPIs. In this analysis, 
disconnectors, reclosers, fuses and FPIs are considered to be 
100 % reliable, which means that their failure rate is equal to 
zero or that their failure rates are included in failure rates of 
power lines. Furthermore, distributed generation is neglected. 
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2) Generating the Artificial Set of Faults 
The methodology for generating random faults is inspired 

by the research published in [28]. The main idea is to draw 
random numbers to reproduce a time-dependent failure rate 
pattern similar to the observed pattern recorded in failure sta-
tistics. This pattern includes all types of faults, caused by the 
weather or by technical and human aspects. Fault causes and 
mechanisms are not modeled explicitly and the observed pat-
tern is assumed to be representative for the analysis period 
ahead. As the first step, the number of faults in a simulated 
year should be determined. For that purpose, a random number 
is drawn from the Poisson probability distribution. The Pois-
son probability distribution is a discrete probability distribu-
tion that expresses the probability of a given number of events 
occurring in a fixed interval of time and/or space if these 
events occur with a known constant rate and independently of 
the time since the last event [23]. 

For the chosen number of faults per year, the timing of the-
se faults is determined. It is widely known that instants of fault 
occurrence are not uniformly distributed in time. There are 
many reasons for this. For example, construction works will 
cause faults to occur more frequently during the first shift 
(9AM - 5PM) in working days than during the nights or week-
ends. Another example is summer thunderstorms which cause 
faults more frequently during summer months than in other 
seasons. Therefore, failure probability distribution should be 
determined from recorded instants of occurrence of faults in a 
given time interval (in a month or in a day/time in a week). 
The examples of hourly, daily and monthly failure probability 
distributions are given in Fig. 11 to 13, which are determined 
from recorded instants of fault occurrence in a test network 
(see Appendix). Faults which are generated for Monte Carlo 
simulation should follow the given probability distributions.  

An example for drawing numbers which will represent a 
month in which fault occurs is given in Fig. 14. The input dis-
crete failure probability distribution function by months (data 
in Fig. 13) is transformed into the cumulative distribution 
function (Fig. 14). Then, a random number from the uniform 
distribution U [0, 1] is drawn (in our example, the number is 
0.65). The month in which the fault occurs is determined from 
the point where the line of constant value 0.65 intersects the 
cumulative distribution function (CDF), which is the eight 
month in the example (August). Since the probability for all 
numbers from 0 to 1 is the same, it can be concluded that 
numbers of months that have a larger increment of the CDF 
will be generated more frequently. In other words, months in 
which failures are more frequent will be selected more often. 

Four types of faults are considered: Phase-to-ground fault 
(L-G), Double-phase-to-ground fault (L-L-G), Double-phase 
fault (L-L) and Three-phase fault (L-L-L). Similarly as for 
determining instants of failure occurrence, statistics of fault 
types is used as input function. A usual probability distribution 
per fault type is shown in Fig. 15, but there also are some spe-
cific networks when probability distribution differs from the 
most common cases. For instance, in networks where phase 
conductors touch each other more frequently, 68 % of failures 
are of double-phase fault type [29]. 

 
Fig. 11. Probability of faults per hour of day. 

 
Fig. 12. Probability of faults per day of week. 

 
Fig. 13. Probability of faults per month [23]. 

 
Fig. 14. The principle of drawing a random month of a fault occurrence. 

 
Fig. 15. Typical probability distribution per fault type [23]. 
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The failure rates change along the main feeder as we move 
from urban to rural areas. Additionally, the failure rates of the 
lateral branches are greater than the failure rate of the main 
feeder. The faulted line is chosen by intersecting the CDF 
curve of branch failure rates with a line of constant value 
drawn from the uniform distribution. When the faulted line is 
chosen, the fault location along the line is picked by drawing a 
random number, again from the uniform distribution. 

Fault impedance is simulated by the Weibull probability 
density function [8]. For inter-phase faults, fault impedance is 
small and in general does not exceed 0.5 Ω. They may, how-
ever, become much higher during ground faults, because tow-
er footing resistance may be as high as 10 Ω. If there is a 
flashover of an insulator, the connection of towers with 
ground wires makes the resulting fault impedance smaller. In 
practice, it seldom exceeds 3 Ω. For some ground faults the 
fault impedances may become much higher, which happens in 
cases of fallen trees, or if a broken conductor lies on the high-
resistive soil [8]. 

3) Simulating the Customer Loads 
Just as the probability of fault occurrence varies with time, 

the customer load is also dependent on the hour of day, day of 
week and month of year [30]. Based on long-term measure-
ments, it is possible to determine the usual patterns of ex-
pected customer load in terms of hour, day and month. Ex-
pected load of the customer connected at some bus i, at the 
instant of fault occurred in hour h, day d and month m, is 
computed by the following expression [23]: 

 , ,    e h d m iP h d m P P P P , (7) 

where Ph is the average relative load during the hour h, inde-
pendent of weekday and month (presented in Fig. 16), Pd is 
the average load in day d, independent of month (presented in 
Fig. 17), Pm is the average load in month m (as illustrated in 
Fig. 18), and Pi is the annual peak load for the customer con-
nected at bus i (given as a part of common input data, ex-
plained in the first step of the simulation algorithm). The actu-
al simulated load is then sampled from the normal distribution 
using the following equation [23]: 

 0,1   simulated e eP P P N , (8) 

where σ is relative average standard deviation of the customer 
load and N(0,1) is a random number drawn from the standard 
normal distribution, having zero mean value and unity stand-
ard deviation. 

4) Simulating a Decision of the FL 
The starting point for developing this model are the empiri-

cal findings which state that 1 % (of the main feeder length) 
fault location error can be achieved for phase-to-phase faults 
(Rfault = 15 Ω), while the errors for solid earth faults 
(Rfault = 0 Ω) are 10–15 %. The error is given as a fraction of 
the main feeder length. Fault location error e, according to 
appropriate IEEE standard [31], is defined as follows: 

  MFe IR DF L  , (9) 

 
Fig. 16. Hourly load as a percentage of daily peak load. 

 
Fig. 17. Daily load as a percentage of weekly peak load. 

 
Fig. 18. Monthly load as a percentage of annual peak load. 

where IR is the instrument reading and DF is the exact dis-
tance to the fault. Therefore, a simulated instrument reading 
would be: 

MF =  + IR DF e L . (10) 

It will be assumed that the error magnitudes are normally 
distributed and that their values are always negative, according 
to testing reports published in [8]. In order to respect the as-
sumption that the expected value of the error should be 1 % 
for phase-to-phase faults and 15 % for earth faults, the simu-
lated errors will be computed as follows [23]: 

 2 0,1e Expected error N    . (11) 

5) Computing the Time Needed to Find a Fault 
When calculating the time needed for fault localization, 

three scenarios should be considered: 

 Scenario 1: Sole application of the FL (denoted as FL), 
 Scenario 2: Sole application of FPIs (denoted as FPI), 
 Scenario 3: Combined application of both technologies 

(denoted as FL + FPI). 
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For the first scenario, the idea is to calculate the time need-
ed for the maintenance crew to find the fault by searching 
along the lines which are located in the vicinity of the location 
to which the FL is pointing. This vicinity is defined by the 
fault location error of the FL, as illustrated in Fig. 19a. Ac-
cording to (11), this error is negative, meaning that the crew 
should only inspect lines located at distances which are larger 
than the FL reading. If the network contains many branches 
and there are multiple potential fault locations, the search is 
performed by a pre-established priority order. 

In the second scenario, the crew should search only the 
network area between the tripped and untripped FPI (Fig. 
19b). The search is started from the tripped FPI and finished 
when the fault is localized. As for the previous scenario, the 
priority order is respected. A constant speed of moving along 
the lines is assumed. 

In the third scenario, when both FLs and FPIs are used, the 
potential area on which the fault might have occurred is found 
as the intersection of the FL and FPI readings (Fig. 19c). Four 
possible cases of FPI and FL disposition during the fault are 
presented in Fig. 20. For the cases shown in Fig. 20a and Fig. 
20d, the FPI doesn’t influence the fault localization time, 
while for cases shown in Fig. 20b and Fig. 20c, the presence 
of FPI decreases the time needed to find the fault. 

The overall time taken by the crew to realize the fault oc-
currence, to prepare the necessary tools and spare parts and to 
start the search process is considered to be constant and is 
added afterwards. 

6) Evaluating the Reliability Indices 
The most frequently used reliability indices are [32], [33]: 

 average number of interruptions per customer per year, 
 average interruption duration per customer per year, 
 energy not supplied. 

The average number of interruptions per customer per year 
(SAIFI – System Average Interruption Frequency Index) is 
defined as:  

Total number of customer interruptionsSAIFI
Total number of customers served

 , (12) 

while the average interruption duration per customer per year 
(SAIDI – System Average Interruption Duration Index) is 
defined as:  

Sum of all customer interruption durationsSAIDI
Total number of customers served

 . (13) 

Energy Not Supplied (ENS) is defined as the sum of the 
products of all customer interruption durations and their power 
demands: 

( ) ( )
i

ENS Interruptionduration i ×Power demand i . (14) 

In this paper, the presence of FLs and/or FPIs affects the 
value of SAIDI and ENS only, while SAIFI remains the same, 
regardless of the analyzed scenario. 

 
Fig. 19. Illustration of fault detection in a simple radial distribution system 
with a) one FL, b) two FPIs, and c) two FPIs and one FL. The red flag repre-
sents a tripped FPI, the green flag represents an untripped FPI, the blue square 
represents the FL installed in the substation, while the blue cross represents 
the FL reading. 

 
Fig. 20. Illustration of fault detection in a simple radial distribution system 
with one FPI and one FL in the case when a) the tripped FPI is located in front 
of the FL reading, b) the tripped FPI is located beyond the FL reading, inside 
the FL error area, c) the untripped FPI is located beyond the FL reading, in-
side the FL error area and d) the untripped FPI is located beyond the FL read-
ing, outside the FL error area. 

7) Presenting the results 
The main outputs of the presented methodology are the reli-

ability indices displayed in function of the number of installed 
FPIs, and cumulative probability density functions (CDFs) for 
objective function (4). As described above, three scenarios are 
compared: sole usage of one FL, sole usage of FPIs, and com-
bined usage of both the FL and FPIs. 
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III. APPLICATION TO REAL-LIFE TEST NETWORK 
In this Section the methodology proposed in the previous 

Section is applied to a representative real-life test network in 
Bosnia and Herzegovina (see Appendix). The results are ob-
tained using the non-sequential Monte Carlo simulation meth-
od. Contingencies, that are determined before the simulation 
begins, are randomly selected from a pool of possible contin-
gencies based on their probabilities of occurrence. The select-
ed contingencies are then simulated in any order, assuming 
that all contingencies are mutually exclusive [34], [35]. As a 
consequence of the non-sequential approach, the actualization 
of costs is not considered. 

A. Base case results 
The inputs to the simulation algorithm are given in Table I 

and include target (baseline) value of SAIDI required by the 
distribution system regulator, cost parameter cij, average num-
ber of faults per year and time horizon (number of simulated 
years). Cost-benefit analysis is based on the approach ex-
plained in Section II, where the annual benefit is defined ac-
cording to (4). The key economic benefit is modeled by cost 
parameter cij which makes the worth of reliability proportional 
to the difference between target and real SAIDI. The solution 
with the largest benefit is declared as “the optimal” for the 
given set of inputs, and contains “optimal number” and “opti-
mal locations” of FPIs. By analyzing the final results, which 
are in the form of CDFs, the investor can select a proper solu-
tion from several cases: possibility of high profit, risk of pos-
sible loss, or a stable solution not having high possibility nor 
for extra high profit, nor for significant loss. 

Fig. 21 shows main results of the proposed methodology for 
the base case. In this case, the installation options with 1, 2 or 
3 FPIs represent the best achievable solutions, being very sim-
ilar to each other. As seen from Fig. 21, the lines for 1 and 2 
FPIs are more on the right-hand side with larger values of 
CDF. Therefore, 1 or 2 FPIs can be selected by risk taking 
investors which could achieve larger profits in some particular 
cases. On the other hand, risk averse investors would select 3 
FPIs, which would provide a solid benefit with a lower risk of 
possible losses. Fig. 22 shows average SAIDI (expected value) 
as a function of the number of FPIs added in the network to-
gether with the FL. From Fig. 22, it can be concluded that for 
the case with no fault locating equipment installed (nor FL, 
nor FPI), SAIDI is 77.9 (value for zero FPIs on red FPI curve), 
while for the case with one FL only, SAIDI is decreased to 
25.6 (blue FL curve). 

TABLE I 
THE VALUES OF THE KEY VARIABLES 

Input variable Value 
Min. Base Max. 

Cost parameter cij (€/kWh) 0.25 0.50 1.00 
Average number of faults per year 5 10 20 
Target SAIDI (hours/customer/year) 20 35 50 
Number of simulated years 10000 
FPI price (€) 1000 
FPI installation cost (€) 2500 
FPI lifetime (years) 15 
FPI maintenance cost (€/year) 500 

 
Fig. 21. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for base values of key parameters. 

 
Fig. 22. Average SAIDI as a function of the number of FPIs for base values of 
key parameters. 

For the case with both the FL and FPIs, decrease of SAIDI 
is the largest and it depends on the number of installed FPIs 
(FL + FPI curve). The curve starts at point (0; 25.6) at which 
the FL and zero FPIs are installed and stays below the FL and 
FPI curves regardless of the number of installed FPIs, which 
means that lowest values of SAIDI can be obtained if both the 
FL and FPIs are used. 

B. Sensitivity Analysis 
In order to analyze sensitivity of the proposed methodology 

to the variations of input variables, the key parameters are 
varied according to Table I. On the basis of this sensitivity 
analysis, proper planning actions for different scenarios can be 
undertaken in order to improve the network reliability. 

Results of simulation for the case when the cost parameter 
is decreased from 0.5 to 0.25 €/kWh are given in Fig. 23. 
Since the reliability incentives are halved here, the profit 
earned from the installation of FPIs is decreased for any num-
ber of FPIs in the given range. In comparison with the base 
case results, shown in Fig. 21, the CDF curves are therefore 
shifted to the left. In this case, the installation option with one 
FPI represents the best achievable solution. Simulation results 
for the case when the cost parameter is increased from 0.5 to 
1.0 €/kWh are given in Fig. 24. As opposed to results shown 
in Fig. 23, the reliability incentive is increased and all the CDF 
curves are pushed to the right. In this case, the installation of a 
greater number of FPIs becomes more profitable. The optimal 
number of FPIs for this scenario is 3. 
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Simulation results for the scenario where the number of 
faults per year is decreased from 10 to 5 are shown in Fig. 25. 
The lower failure rate reflects to the appropriate lower SAIDI, 
so the target level set for this reliability index is more easily 
achievable. The probability distributions of profit are accepta-
ble for each considered number of FPIs, as can be seen in Fig. 
25. However, the installation of one FPI represents the most 
profitable option. The simulation results for the scenario 
where the number of faults per year is increased from 10 to 20 
are shown in Fig. 26. In this case, the distribution system regu-
lator should adjust the target SAIDI to a value which would be 
more appropriate for the given network. 

The simulation results for the scenario where the target 
SAIDI is decreased from 35 to 20 are shown in Fig. 27. In this 
scenario, due to significantly decreased value of required 
SAIDI, the profit is dominantly negative for any number of 
FPIs. Even with negative profit, the most adequate number of 
FPIs is 1, 2 or 3. Finally, the simulation results for the scenario 
where the target SAIDI is increased from 35 to 50 are shown 
in Fig. 28. In this scenario profit is always positive, and the 
optimal number of FPIs is 1, 2 or 3. 

IV. CONCLUSION 
The subject of this paper is a techno-economic analysis 

which determines the optimal number and positions of fault 
passage indicators (FPIs) for maximum reduction of interrup-
tion time and costs in radial distribution networks, both with 
and without fault locators (FLs) installed at the supply point. 

 
Fig. 23. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for decreased cost parameter. 

 
Fig. 24. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for increased cost parameter. 

 
Fig. 25. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for decreased number of faults per year. 

 
Fig. 26. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for increased number of faults per year. 

 
Fig. 27. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for decreased value of target SAIDI. 

 
Fig. 28. CDF computed for profit, particularly for each investment solution 
from 1 to 10 FPIs for increased value of target SAIDI. 
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The developed optimization methodology is verified by 
several sets of simulations on a representative distribution 
network. The proposed method is suitable for application in 
suburban and rural networks which have high fault probabili-
ties. In those networks the consumers are distributed over a 
large area having relatively low power consumption and prior-
ity, so it is not acceptable to invest in expensive automation 
equipment such as reclosers. In these networks, proper instal-
lation of FPIs can decrease the interruption time and improve 
network reliability quantified by indices SAIDI and ENS. On 
the other hand, if the proposed methodology would be applied 
in networks with a large number of ultra priority users and/or 
if the penalties for undelivered energy would be very high, it 
would result in the proposition of a large number of FPIs. 
However, those FPIs would only shorten the time of finding a 
fault location but would not reduce the number of power inter-
ruptions. For those networks the proposed methodology 
should be adjusted to include the installation of automated 
switching equipment as well. 
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APPENDIX 
The test network used in simulations is given below. The distances between adjacent system bus bars are indicated in meters 

on power lines connecting them, while the total number and annual peak load of customers are indicated by two numbers at the 
bus bar to which the load is connected. The failure rate of power lines in suburban area is 0.2 1/km/year, while the failure rate in 
rural area is 0.3 1/km/year. 

 
Fig. 29. Test network [24]. 
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 
Abstract—A two-dimensional finite element approach for de-

signing RPMFS (Rotor Permanent Magnet Flux Switching) ma-
chines is presented in this paper. The proposed method enables 
fast, accurate and computationally efficient assessment of differ-
ent RPMFS machine designs with an arbitrary number of rotor 
poles, stator slots and stator phases. The appropriate stator wind-
ing layout is assembled for any feasible slot, pole and phase com-
bination by employing the winding distribution table, which con-
tributes to automating the design process. Based on the proposed 
method, a program is developed using the Octave FEMM (Finite 
Element Method Magnetics) toolbox. The program is suited for 
the use in the design stage, where it is necessary to determine 
various machine parameters for given core dimensions, terminal 
voltage constraints and adopted value of current density in the 
conductors, while taking iron saturation effects into account. 
Verification was carried out by simulating torque and EMF 
waveforms for several RPMFS machine designs. 
 

Index Terms—Rotor permanent magnet flux switching ma-
chine, Octave, finite element method magnetics. 
 
Original Research Paper 
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I. INTRODUCTION 
LECTRICAL machine design today is reemerging as one of 
the engineering disciplines that attracts wide attention of 

both the industrial and scientific community. This becomes 
evident after inspecting the literature on electrical machine 
design published just in the last decade [1], [2]. Advancements 
in the fields of computer simulation, mathematical modeling 
and optimization have lead to improvements in design of elec-
trical machinery, increasing thereby the accuracy in prediction 
of machine performance and decreasing the costs of develop-
ment in the design stage. In order to ensure market competi-
tiveness, electrical machine manufacturers tend to reduce ma-
chine size for a given torque rating and to increase their effi-
ciency, increasing the need for design optimization [1], [2]. In 
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addition, a variety of novel electrical machine topologies, es-
pecially permanent magnet synchronous machines (PMSMs) 
and new types of multiphase and fractional slot windings de-
mand fast and accurate evaluation of different machine de-
signs. While the use of empirically established analytical 
methods is limited to design of conventional machine topolo-
gies [3], most new types of electrical machines are designed 
by using Computer-Aided-Design tools (CAD). As most new 
types of electrical machines operate in conditions where the 
iron core is highly saturated, their design is, for the most part, 
based on FEA (Finite Element Analysis) [4]. 

Continuing the research conducted in [5] and [6], the au-
thors of this paper present a two-dimensional finite element 
(FE) approach for designing RPMFS (Rotor Permanent Mag-
net Flux Switching) machines. RPMFS machines represent a 
relatively new concept of PMSMs, which were first proposed 
in [7]. The basic operation principle of the RPMFS machine is 
presented in [7] and [8]. In comparison to SPMFS (Stator 
Permanent Magnet Flux Switching) and IPM (Interior Perma-
nent Magnet) machines with the same core dimensions, 
RPMFS machines feature higher torque density values and 
lower values of torque ripple [9]. These features make RPMFS 
machines suitable for use in traction applications, such as EVs 
(Electric Vehicles) and HEVs (Hybrid Electric Vehicles), 
where the space available for installing the machine is limited 
and where high torque density and low torque ripple are re-
quired. Furthermore, torque production of RPMFS machines is 
not significantly influenced by permanent magnet (PM) de-
magnetization, as opposed to SPMFS machines, where de-
magnetization reduces the value of average torque [10]. In 
[11] several RPMFS designs with fixed core dimensions and 
fixed number of stator slots, but with different number of rotor 
poles are analyzed, confirming that torque production of the 
RPMFS machine can be improved by selecting the appropriate 
number of rotor poles. It should be noted, however, that the 
number of stator slots per rotor pole has a high impact on ma-
chine cogging torque [12], which is a dominant part of torque 
ripple, making it an important issue for traction applications. 
Thus, a comprehensive analysis and design optimization must 
take different slot, pole and phase combinations into account. 
The process of assembling an appropriate stator winding for 
feasible slot, pole and phase combinations can be generalized 
and, to a certain extent, automated by employing the winding 
distribution table (WDT), which was first proposed in [13]. 

Finite Element Design of Rotor Permanent 
Magnet Flux Switching Machine with Arbitrary 

Slot, Pole and Phase Combinations 
Đorđe M. Lekić and Slobodan N. Vukosavić 
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The main goal of this study is to develop a methodology for 
finite element based design of RPMFS machines which is not 
restricted to any specific values of core dimensions, number of 
rotor poles, stator slots or even stator phases, making it suita-
ble for use in the design stage, for evaluating torque produc-
tion and induced voltage quality, or in automated design opti-
mization. The proposed method is implemented as a program 
in Octave software using the Octave FEMM toolbox [14], 
while femm 4.2 software is employed for FE simulations [15], 
[16]. The program workflow is shown in Fig. 1. 

 
Fig. 1. Program workflow. 

The organization of this paper resembles the program work-
flow shown in Fig. 1. In Section II the main input parameters 
are explained and the methodology for assembling the stator 
and rotor geometry, as well as the stator winding layout is 
presented. The algorithm for calculating machine circuit pa-
rameters such as resistances, inductances and flux linkages is 
given in Section III, while the methodology for obtaining elec-
tromagnetic torque and induced electromotive force (EMF) 
waveforms is presented in Section IV. Section V summarizes 
the results for several RPMFS designs with different number 
of slots, poles and phases, while general conclusions are given 
in Section VI. 

II. ASSEMBLING RPMFS MACHINE MODEL 
In this Section, the process for assembling the RPMFS ma-

chine model in femm 4.2 software will be explained. In order 
to get insight into the topology of the RPMFS machine, Fig. 2 
shows an example of a 28-pole, 24-slot RPMFS machine. The 
stator is equipped with a single layer non-overlapping frac-
tional slot winding. This type of stator winding consists of 
alternate tooth-wound coils which have short end windings, 
low values of resistances and copper losses, high values of slot 
fill factor, negligible values of coil mutual inductances and a 
high fault tolerance capability [18], [19]. While the stator has 
a conventional design, the construction of the rotor is some-
what special. From Fig. 2 it can be seen that the rotor magnet-
ic circuit consists of so-called “rotor cells” which are placed 
on a non-magnetic support body [5]-[11]. Each rotor cell con-
sists of a permanent magnet placed between two rotor teeth, 
whereas the rotor tooth tips form alternate magnetic poles. In 
this manner, one rotor cell represents one pole pair. 

 
Fig. 2. Cross-section of a 28-pole, 24-slot RPMFS machine. The stator of the 
machine is equipped with a single layer non-overlapping fractional slot wind-
ing, consisting of 12 alternate tooth-wound coils. The rotor is equipped with 
14 “rotor cells”, each containing 2 magnetic poles, placed on a non-magnetic 
support body [6]. 
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A. Input Parameters 
In the initialization part of the program, the values of fol-

lowing parameters are defined:  

 number of stator slots – Qs; 

 number of rotor poles – 2p; 

 number of stator winding phases – m; 

 number of stator winding layers – nlay; 

 slot fill factor – kCu; 

 RMS value of rated phase voltage – U, 

 rated current density in the conductors – J; 

 rated rotor speed – n. 

The last four parameters are defined for the purpose of EMF 
and torque calculation, while all other parameters are used for 
assembling stator and rotor geometry, as well as the stator 
winding layout. As will be explained in Section IV, the torque 
and EMF waveforms are obtained by rotating the rotor in steps 
Δθ over an angle θmax, so that both these values are also de-
fined in the initialization part of the program. The stator and 
rotor dimensions are defined according to Tables I and II, 
where the proposed ranges ensure reasonable machine de-
signs. Only the stator outer diameter Ds, the stator lamination 
stack length ls and the air-gap length δg are defined in meters, 
while all other dimensions are defined in relative units, as in-
dicated in Tables I and II. In this manner, the program is not 
restricted to one particular set of machine core dimensions and 
it is sufficient to redefine just the basic parameters (Ds, ls and 
δg) in order to get a new set of machine core dimensions with 
the same mutual ratios. Also, defining the core dimensions in 
relative units makes the program more suited for implementa-
tion of algorithms for geometry optimization [17]. 

TABLE I 
STATOR INPUT DIMENSIONS [5] 

Parameter name Range 

Ratio of inner and outer diameter (split ratio) 0.45 < ds/Ds < 0.75 
Ratio of tooth width to slot pitch 0.3 < bts/τs < 0.7 
Ratio of slot opening width to slot pitch 0.05 < bos/τs < 0.7 
Ratio of tooth height to difference of outer 
and inner radius 0.4 < 2hts/(Ds – ds) < 0.8 

Ratio of tooth tip height to difference of 
outer and inner radius 0 < 2hos/(Ds – ds) < 0.1 

TABLE II 
ROTOR INPUT DIMENSIONS [5] 

Parameter name Range 

Ratio of inner and outer diameter (split ratio) 0.45 < dr/Dr < 0.75 
Ratio of tooth width to inner pole pitch 0.3 < btr/τir < 0.7 
Ratio of PM width to inner pole pitch 0.3 < bpm/τir < 0.7 
Ratio of slot opening width to outer pole 
pitch 0.3 < bor/τor < 0.7 

Ratio of pole width to outer pole pitch 0.3 < bp/τor < 0.7 
Ratio of tooth tip height to difference of 
outer and inner radius 0.05 < 2hor/(Dr – dr) < 0.1 

 
Fig. 3. A detail of a 28-pole, 24-slot RPMFS machine with main geometric 
design parameters [5]. 

Before assembling the simulation model in femm 4.2 soft-
ware, the program checks the geometrical feasibility of the 
initialized parameters according to Table III. Geometrical fea-
sibility implies that the initialized parameters correspond to a 
real machine geometry and that there is no overlapping of 
edges and no negative lengths [17]. If the initialized parame-
ters pass the feasibility check, all stator and rotor dimensions 
are calculated in meters, respecting the topology shown in Fig. 
3 and a finite element simulation model in femm 4.2 software 
is generated. 

TABLE III 
GEOMETRICAL FEASIBILITY CONDITIONS 

Description Mathematical 
formulation 

The number of poles is even. mod(2p, 2) = 0 
The number of slots is divisible by the 
number of phases. mod(Qs, m) = 0 

The number of slots is even for single-
layer windings [18], [19]. mod(Qs, 2) = 0 for nlay = 1 

The number of slots per phase is divisible 
by t = gcd(Qs, p) [18], [19]. mod(Qs / m / t, 1) = 0 

Sum of stator slot opening and stator tooth 
width is less then stator slot pitch. bts + bos < τs 

Sum of stator tooth height and stator tooth 
tip height is less than difference of outer 
and inner stator radius. 

hts + hos < (Ds – ds) / 2 

Sum of rotor tooth width and half of rotor 
permanent magnet width is less than rotor 
inner pole pitch. 

btr + bpm / 2  < τir 

Sum of rotor pole width and half of rotor 
slot opening width is less than rotor outer 
pole pitch. 

bp + bor / 2 < τor 

Rotor permanent magnet width is less than 
rotor slot opening width. bpm < bor 
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B. Stator and Rotor Geometry 
In order to assemble stator and rotor geometry, one stator 

slot (Fig. 4a) and one rotor cell (Fig. 4b) are constructed first. 
The stator slot is copied Qs / t times and the copies are equally 
distributed over the angle 2π / t, where t is the machine perio-
dicity, defined as the greatest common denominator (gcd) be-
tween Qs and p, as follows [13]: 

 gcd ,st Q p . (1) 

In a similar manner, the rotor cell is copied p / t times and 
the copies are again equally distributed over the angle 2π / t. 
This means that the number of rotor poles and stator slots can 
be divided by their greatest common denominator in order to 
obtain the smallest segment of the machine that can be ana-
lyzed via symmetry [16]. For t = 1, the whole machine must 
be analyzed, while for t > 1, the machine can be divided in t 
segments and the results for the whole machine can be ob-
tained by simulating only one out of t segments, reducing 
thereby the computational efforts. 

After assembling the stator and rotor geometry, all stator 
slots are grouped (marked blue in Fig. 5) and all rotor cells are 
grouped (marked red in Fig. 5). For t > 1, end boundaries must 
be added to the stator (B2, B3, B14 and B15 in Fig. 5) and the 
rotor (B7, B8, B9 and B10 in Fig. 5) in order to enclose the 
areas that belong to the stator and rotor core. In order to enable 
the rotation of the rotor, four line segments are added to the 
model – two on the stator side of the air-gap (B4 and B13 in 
Fig. 5) and two on the rotor side of the air-gap (B6 and B11 in 
Fig. 5). These line segments are disconnected at the middle of 
the air-gap. Later on, when the rotor is rotated, the end nodes 
of these segments will be connected with arcs (B5 and B12 in 
Fig. 5) on each step of the simulation, i.e. for each analyzed 
rotor position. 

After defining all the boundaries, the boundary conditions 
are imposed according to Table IV. A Dirichlet boundary con-
dition, with zero value of magnetic vector potential (Az = 0), is 
assigned to the stator outer boundary (B1 in Fig. 5), while 
(anti)periodic boundary conditions are assigned to appropriate 
pairs of boundaries from B2 to B15. A periodic boundary con-
dition joins two boundaries together, whereas the boundary 
values on corresponding points of the two boundaries are set 
equal to each other [15]. In the case of an antiperiodic bounda-
ry condition, the boundary values on corresponding points of 
the two joint boundaries are made to be of equal magnitude 
but opposite sign [15]. Whether periodic or antiperiodic 
boundaries will be applied, depends on the number of rotor 
poles and on the value of machine periodicity t. If the number 
of rotor poles to be analyzed p / t is odd, antiperiodic boundary 
conditions should be used [16]. Otherwise, if p / t is even, pe-
riodic boundary conditions should be used instead [16]. 

Finally, the materials that will be used in the simulation are 
defined and assigned to appropriate enclosed areas in the 
model. The materials are chosen from the femm 4.2 material 
library [15] amongst which are air, iron, PM and conductor 
material, as is indicated in Fig. 5 and Table V. 

 
Fig. 4. a) Stator slot and b) rotor cell. The stator slot is copied Qs / t times and 
the copies are equally distributed over the angle 2π / t, where t is the machine 
periodicity. In a similar manner, the rotor cell is copied p / t times and the 
copies are again equally distributed over the angle 2π / t [5]. 

 
Fig. 5. Defining boundaries, boundary conditions and materials for an exam-
ple 24-slot, 20-pole RPMFS machine. Only one half of the machine can be 
simulated in order to obtain results for the whole machine, because 
t = gcd(24,10) = 2 [5]. 

TABLE IV 
BOUNDARY CONDITIONS 

Boundary Boundary condition 

B1 Dirichlet (Zero magnetic vector potential) 
B2, B15 (Anti)periodic 1 
B3, B14 (Anti)periodic 2 
B4, B13 (Anti)periodic 3 
B5, B12 (Anti)periodic 4 
B6, B11 (Anti)periodic 5 
B7, B10 (Anti)periodic 6 
B8, B9 (Anti)periodic 7 

TABLE V 
MATERIALS 

Material name Material type 

M1 Air 
M2 Iron (e.g. M-19 Steel) 
M3 Permanent magnet (e.g. NdFeB 32 MGOe) 
M4 Conductor (e.g. Copper) 
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C. Stator Winding Layout 
The function for assembling the stator winding is based on 

the construction of the so-called WDT (Winding Distribution 
Table), which is a winding diagram representation in matrix 
form [13]. Each row in the WDT corresponds to one machine 
phase, while the number of columns is equal to the number of 
slots per phase (nc = Qs / m), according to Table VI [13]. 

TABLE VI 
ORDER OF THE WDT ELEMENTS [13] 

 column 1 column 2 ⋯ column nc 

row 1 1 2 ⋯ nc 

row 2 nc + 1 nc + 2 ⋯ 2nc 
row 3 2nc + 1 2nc + 2 ⋯ 3nc 
⋮ ⋮ ⋮ ⋱ ⋮ 

row m (m-1)nc + 1 (m-1)nc + 2 ⋯ m·nc 

 
The procedure for assembling the WDT is derived in [13], 

while only the key steps will be explained here. In the first 
step of the procedure, numbers are assigned to all stator slots. 
Starting from the first slot, the WDT is populated row by row, 
according to the progressive numbering illustrated in Table 
VI. The first slot number is assigned to the first element of the 
WDT. The second slot number is assigned to the WDT ele-
ment whose distance is equal to p elements from the first one; 
the third slot number is assigned to the element whose dis-
tance is equal to p elements from the second one, and so on. 
When the element at position Qs = m·nc of the WDT is count-
ed, the counting continues from the first element of the WDT. 
If the count ends in a filled cell, the adjacent empty cell is 
filled with the counted slot number. The procedure continues 
until the WDT is completely populated by stator slot numbers. 

In order to visualize all positive and all negative phasors of 
the same phase in the same row, the WDT is further modified, 
depending on the phase number. For radially symmetrical 
(normal) polyphase systems, the last / 2cn    WDT columns 
are shifted up by [13]: 

1, for odd 
2

1, for even 
2

m m

m m



 
 


 (2) 

rows (see Fig. 6a). In addition, a minus sign is added to the 
shifted columns, so that the coil sides with negative phasors 
can be identified [13]. For reduced polyphase systems, the 
rows are not shifted, but the second and third quadrants in Fig. 
6b are swapped and the rows are reordered as in Table VII 
[13]. The sign of slot numbers in the third and fourth quadrant 
are then changed to account for negative coil sides [13]. 

TABLE VII 
REORDERING WDT ROWS IN REDUCED SYSTEMS [13] 

 1 2 ⋯ nc 

   

 1 2 ⋯ nc 

1 ⋯ ⋯ ⋯ ⋯ 1 ⋯ ⋯ ⋯ ⋯ 
2 ⋯ ⋯ ⋯ ⋯ m/2 + 1 ⋯ ⋯ ⋯ ⋯ 

⋮ ⋮ ⋮ ⋮ ⋮ 2 ⋯ ⋯ ⋯ ⋯ 
m/2 ⋯ ⋯ ⋯ ⋯ m/2 + 2 ⋯ ⋯ ⋯ ⋯ 

m/2 + 1 ⋯ ⋯ ⋯ ⋯ ⋮ ⋮ ⋮ ⋮ ⋮ 
⋮ ⋮ ⋮ ⋮ ⋮ m/2 ⋯ ⋯ ⋯ ⋯ 
m ⋯ ⋯ ⋯ ⋯ m ⋯ ⋯ ⋯ ⋯ 

 
Fig. 6. Modification of the WDT for a) radially symmetrical (normal) and 
b) reduced polyphase systems [5]. 

Reduced systems, whose number of phases is not a power 
of two, are composed of mg groups of mu-phase systems, shift-
ed by and angle π / m, where mg is the greatest prime factor of 
m and mu = m / mg [13]. A typical example would be a reduced 
six phase system, which consists of mg = 2 three-phase sys-
tems shifted by an angle of π / 6 radians (see Fig. 20). The 
even groups of WDT rows (third and fourth row, seventh and 
eighth row etc.) must be multiplied by –1 in order to make 
these systems radially symmetrical and to avoid the use of a 
neutral line [13]. In the case of single-layer windings 
(nlay = 1), the WDT elements are referred to phasors associated 
to each slot, i.e. to each coil side [13]. In double-layer wind-
ings (nlay = 2), the WDT elements are referred to one coil side, 
whereas the second coil side position is defined by the coil 
pitch given as a number of stator slots [20]: 

round
2
s  

c
Q

y    
p





 
 

. (3) 

In order to demonstrate this procedure, the WDT for a 
three-phase, 24-slot, 20-pole RPMFS machine is assembled 
and shown as Table VIII. From Table VIII, the stator winding 
layout for the case of a single-layer winding is formed accord-
ing to Fig. 7a, where only one half of the machine is shown. 

TABLE VIII 
WDT FOR RPMFS MACHINE SHOWN IN FIG. 7 [5] 

1 13 6 18 -7 -19 -12 -24 

9 21 2 14 -3 -15 -8 -20 

5 17 10 22 -11 -23 -4 -16 
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Fig. 7. Stator winding layout for an example three-phase, 24-slot, 20-pole 
RPMFS machine with a) single-layer and b) double-layer winding with a coil 
pitch of one slot (yc = 1) [5]. 

Form Fig. 7a it can be seen that, for example, coil sides in 
slots 1, 6, 7 and 12 belong to phase A winding. Positive phase 
A current exists in coil sides located in slots 1 and 6, because 
these slot numbers are denoted as positive in Table VIII. Neg-
ative phase A current exists in coil sides located in slots 7 and 
12, because these slot numbers are denoted as negative in Ta-
ble VIII. The same WDT is used when assembling a double-
layer winding. From Fig. 7b it can be seen that, for the case of 
a double-layer winding, one coil side in each of the slots 1, 6, 
7 and 12 belongs to phase A winding. Because the coil pitch 
for this example is yc = 1, one coil side in each of the slots 
1 + yc = 2, 6 + yc = 7, 7 + yc = 8 and 12 + yc = 13 also belongs 
to phase A, whereas the sign of the current is opposite to that 
in coil sides located in slots 1, 6, 7 and 12, respectively. The 
same analysis can be carried out for phases B and C. 

III. CALCULATING RPMFS MACHINE PARAMETERS 
In this Section, the process of calculating the circuit param-

eters of the assembled RPMFS machine model will be ex-
plained. Based on the methodology presented in [21], all pa-
rameters are first calculated assuming one turn per stator coil. 
After obtaining the values of all circuit parameters for one turn 
per coil, the corrected number of turns per coil Nc is calculated 
considering the fact that the sum of the d-axis and q-axis back 
electromotive forces and all voltage drops at rated speed n and 
rated current I has to equal the rated voltage U. All circuit 
parameters are then recalculated using the newly obtained 
number of turns per coil. In the remainder of this Section the 
values of parameters which are calculated for one turn per coil 
will be denoted with subscript 0, while their recalculated final 
values won’t be denoted with any subscript. 

A. Machine Inductances and Flux Linkages 
In order take the iron saturation at rated conditions into ac-

count, machine inductances and flux linkages are obtained by 
employing the frozen permeability method in femm 4.2 soft-
ware. The frozen permeability method, which is described in 
[21] and [22], implies that several magnetostatic simulations 
are performed with constant values of iron permeability in the 
nodes of the finite element mesh. These permeabilities are 
determined for the rated operating point and are used in order 
to preserve information about the iron saturation at rated con-
ditions. After “freezing” the permeability in this manner, the 
problem becomes linear and the circuit parameters can be de-
termined one at a time, using the principle of superposition. 

In [5]-[11] it has been shown that RPMFS machines are 
supplied with sinusoidal currents and that they have negligible 
reluctance torque, which means that maximum torque for giv-
en amplitudes of phase currents is obtained with zero d axis 
current. Thus, when simulating the rated operation, d axis cur-
rent is set to zero, while q axis current is set to rated current. 
As the number of turns per coil Nc and the RMS value of rated 
stator current I are not known, the number of ampere-turns per 
stator coil is calculated first [21]: 

Cu s
c

lay

k JA
N I

n
 , (4) 

where the slot area is determined from stator core dimensions: 

   2 22 2
4s s ys s os ts ts

s

A D h d h b h
Q
        

. (5) 

In (4) it is assumed that there is only one current path, but in 
applications where the rated current is specified in addition to 
the rated voltage, a method presented in [23] can be used for 
further fine tuning of the number of turns and number of paral-
lel paths. The separation of the number of turns per coil Nc and 
of the RMS value of rated stator current I doesn’t influence the 
results obtained for the magnetic field, meaning that magneto-
static simulations can be performed assuming Nc = 1. 

Before calculating any parameters, the position of the d axis 
of the PMs relative to phase A axis must be determined. First, 
stator phase currents are set to zero and PMs are magnetized. 
Next, the RPMFS model is analyzed using femm 4.2 magnet-
ics solver [14], [15] and the solution for z component of mag-
netic vector potential is obtained by solving Poisson’s differ-
ential equation in the xy plane [4]: 
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     
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. (6) 

In (6), μ0 is the permeability of free space, μr is the relative 
permeability, Jz is the z component of current density vector, 
while Az is the z component of magnetic vector potential. 
From the solution for Az, the flux linkage for each phase wind-
ing is calculated [4]: 

    
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In (7), Nk is the number of turns in phase k winding, ls is the 
stator stack length, Sk is the cross-sectional area of all coil 
sides belonging to phase k winding, while Ωk

+ and Ωk
– repre-

sent the areas with positive and negative phase k current. As-
suming that the d axis of the PMs is aligned with phase A axis, 
the d and q axis flux linkages are calculated as [24]: 

 
1

2 2cos 1
m

d k
k

k
m m

 
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 , (9) 

where the amplitude invariant form of the Park transformation 
is employed. After calculating d and q axis flux linkages, the 
electrical angle α between stator phase A axis and PM d axis is 
obtained from Fig. 8 as [5]: 
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. (10) 

For given values of currents id and iq, stator phase currents 
are calculated as [24]: 
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 (11) 

With initial rotor position set to θ = α and with id = 0, the 
stator winding is supplied with following currents [5], [24]: 

    
22 sin 1 ,  1,2, ... ki I k k m
m
       

, (12) 

where I is the RMS value of rated current, which is obtained 
from (4) assuming Nc = 1. With these values of stator phase 
currents and with PMs magnetized, another nonlinear magne-
tostatic simulation is performed in order to obtain the values 
of permeabilities in the nodes of the finite element mesh 
which correspond to rated RPMFS machine operation (Fig. 9). 
The values of “frozen” permeabilities are used to conduct 
three linear magnetostatic simulations from which the parame-
ters Ψpmd0, Ψpmq0, Ld0, Lq0 and Lqd0 = Ldq0 are determined. 

The first linear simulation is conducted by setting the stator 
currents to zero and leaving the PMs magnetized. The flux 
linkages of all phase windings are then calculated using the 
obtained solution for magnetic vector potential (Fig. 10), ac-
cording to (6), and the d and q axis flux linkages are then cal-
culated as [24]: 
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Fig. 8. Determining the relative position of phase A axis and PM d-axis. 

 
Fig. 9. Contour plot of magnetic vector potential for rated operating point of 
an example three-phase, 24-slot, 28-pole RPMFS machine, used to obtain 
“frozen” permeabilities for subsequent magnetostatic simulations. 

 
Fig. 10. Contour plot of magnetic vector potential for an example three-phase, 
24-slot, 28-pole RPMFS machine with stator current set to zero and with PMs 
magnetized, used to obtain saturated values of Ψpmd0 and Ψpmq0. 

The flux linkage Ψpmd0 = ψpmd0 /√2 represents the RMS val-
ue of d axis flux linkage due to permanent magnets only, 
while Ψpmq0 = ψpmq0 /√2 is RMS value of q axis flux linkage 
due to PMs only, both calculated for one turn per stator coil. 
Although Ψpmq0 is expected to be zero, because the flux of the 
PMs is expected to be aligned with d axis, Ψpmq0 will neverthe-
less have a small non-zero value for the RPMFS machine, 
which is a consequence of the cross-saturation effect [21]. 

The second linear simulation is conducted by demagnetiz-
ing the PMs and setting the q axis current to zero (iq = 0), 
while the d axis current can be set to an arbitrary value id, re-
sulting in following stator currents [24]: 

     
2cos 1 ,  1,2, ... k di i k k m
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Fig. 11. Contour plot of magnetic vector potential for an example three-phase, 
24-slot, 28-pole RPMFS machine with stator q-axis current set to zero and 
with PMs demagnetized, used to obtain saturated values of Ld0 and Lqd0. 

 

Fig. 12. Contour plot of magnetic vector potential for an example three-phase, 
24-slot, 28-pole RPMFS machine with stator d-axis current set to zero and 
with PMs demagnetized, used to obtain saturated values of Lq0 and Ldq0. 

The corresponding flux linkages of all phase windings are 
then calculated using the obtained solution for magnetic vector 
potential (Fig. 11), according to (6), and flux linkages ψd0 and 
ψq0 are calculated as in (13) and (14). The saturated values of 
the d axis inductance and the cross-saturation inductance for 
one turn per stator coil are calculated as [21]: 

 00
0 0,    qd

d qd
d d

L L
i i


  . (16) 

Finally, the last linear simulation is conducted by leaving 
the PMs demagnetized and setting the d axis current to zero 
(id = 0), while the q axis current can be set to an arbitrary val-
ue iq, resulting in following stator currents [24]: 

     
2sin 1 ,  1,2, ... k qi i k k m
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The corresponding flux linkages of all phase windings are 
again calculated using the obtained solution for magnetic vec-
tor potential (Fig. 12), according to (6), and flux linkages ψd0 
and ψq0 are calculated as in (13) and (14). The saturated values 
of the q axis inductance and the cross-saturation inductance 
for one turn per stator coil are calculated as [21]:  

 0 0
0 0,    q d

q dq
q q

L L
i i
 

  . (18) 

It should be noted that Lqd0 = Ldq0 [21] and Ld0 ≈ Lq0 [9], 
which can be confirmed by comparing the results of the last 

two linear simulations. The end winding leakages are neglect-
ed in this calculation, which is in most cases justified because 
of short end windings of the RPMFS machine. However, for 
some combinations of stator slots, poles and phases, which 
may result in distributed, rather than tooth wound stator wind-
ings, this assumption has to be tested first. 

B. Stator Winding Resistance 
The stator winding resistance for one turn per coil is calcu-

lated as [21]: 
2

0 75
lay c s

s Cu
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n l Q
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mk A
 , (19) 

where ρCu75 = 0,0216 Ωmm2/m is the resistivity of copper at 
temperature 75 °C and lc = 2(ls + lew) is the coil length. The 
end winding length is calculated assuming semicircular end 
windings and taking the coil pitch yc into account by following 
equation [20]: 

   1 2 1 21,8 1
4ew s ts s cl b y
     , (20) 

where τs1/2 = π (Ds + hst) / Qs is the slot pitch measured at half 
of the stator tooth height. 

C. Number of Turns per Coil 
The number of turns per coil Nc is calculated considering 

the fact that the sum of the d-axis and q-axis back electromo-
tive forces and all voltage drops at rated speed n and rated 
current I has to be equal to the rated voltage U. The phasor 
diagram for the rated operating point of the RPMFS machine 
is shown in Fig. 13, where currents, voltages and flux linkages 
are represented by their RMS values. It is assumed that the 
RPMFS machine is vector controlled with Id = 0 and Iq = I, 
where I is the RMS value of rated current. The d and q axis 
components of rated stator voltage are [25]: 

 d d q q pmq q qU E X I L I     , (21) 

q q dq q s q pmd dq q s qU E X I R I L I R I       , (22) 

where Ed = ω·Ψpmq, Eq = ω·Ψpmd , Xq = ω·Lq and Xdq = ω·Ldq. 
The angular frequency ω corresponds to rated rotor speed n. 

 

Fig. 13. Phasor diagram of the RPMFS machine which is vector controlled 
with Id = 0 and Iq = I. Cross-saturation is modeled by Xdq,Ψpmq and Ed. 
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As the flux linkages are proportional to the number of turns 
per coil, while inductances and resistances are proportional to 
the square of the number of turns per coil, following equations 
are valid [21]: 
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By substituting (23) into (21) and (22), we obtain:  

0 0d c pmq c q c qU N N L N I    , (24) 

0 0 0q c pmd c dq c q c s c qU N N L N I N R N I     . (25) 

Taking into account that, for the amplitude invariant form 
of the Park transformation, following equations are valid: 

c q cN I N I , (26) 

2 2
d qU U U  , (27) 

we finally get the expression for calculating the number of 
turns per coil for given value of rated angular frequency ω, 
RMS value of rated voltage U and RMS value of rated am-
pere-turns per stator coil Nc I: 
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After calculating the number of coils per turn Nc in this 
manner, all circuit parameters are recalculated according to 
(23). Also, the RMS value of rated stator current I and the 
number of turns per coil Nc are separated according to the val-
ue of the rated ampere-turns per stator coil Nc I, which is de-
rived from (4). It should be emphasized that the equations 
used in the analysis presented in this Section are based on the 
amplitude invariant form of the Park transformation. 

IV. CALCULATING RPMFS MACHINE TORQUE AND EMF 
The torque and EMF waveforms are derived by rotating the 

rotor in steps Δθ over an angle θmax. For each rotor position, 
the simulated machine segment is analyzed using femm 4.2 
magnetics solver [15], [16] and the solution for z component 
of magnetic vector potential is obtained by solving (6). From 
the solution for Az, the flux linkages are calculated for all 
phase windings according to (7) and torque and EMF is calcu-
lated for each rotor position. 

A. Torque Waveform 
The electromagnetic torque acting upon the rotor of the 

RPMFS machine is calculated by employing the weighted 
stress tensor volume integral [15], [16], according to following 

equation [22]: 
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where μ0 is the permeability of free space, kFe is the iron stack-
ing factor, ls is the stator laminations axial length, r is the radi-
us of the integration path, and Bn and Bt are the normal and 
tangential flux density components in the air gap, respectively. 
In femm 4.2 software, the torque is calculated by selecting all 
rotor blocks (marked red in Fig. 5) and by evaluating the inte-
gral (29) for each rotor position. The values of torque for each 
rotor position are then stored in an array for the purpose of 
post processing. 

The above proposed method for torque calculation is used 
to obtain the torque waveform, from which the average torque 
and the torque ripple can both be derived. If torque ripple is 
not of interest, a more computationally efficient method can 
be used in order to calculate just the average value of torque. 
Based on the derivations in Section III, the average value of 
rated electromagnetic torque can be calculated as [21], [22]: 

 3 3avg d q q d dT p I I p I     , (30) 

where the RMS value of d axis stator flux linkage is: 

d pmd d d dq q pmd dqL I L I L I       , (31) 

and where Id = 0 and Iq = I is assumed. For some applications, 
such as torque density optimization of RPMFS machines, the 
second approach, based on just a few magnetostatic simula-
tions, can be used because of its computational efficiency and 
acceptable accuracy. However, for applications where the 
torque ripple has to be optimized, the first approach, based on 
the torque waveform obtained from a series of magnetostatic 
simulations, has to be used. 

B. EMF Waveform 
The value of induced EMF in phase k is calculated by ap-

plying Faradays law for each rotor position θ during the simu-
lation: 
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, (32) 

where n is the value of rotor speed in rpm. The phase flux 
linkages in (32) are calculated according to (7). The values of 
phase EMFs for each rotor position are again stored in an ar-
ray for the purpose of post processing. 

V. PRESENTING THE RESULTS 
The outputs of the program are plots of torque and phase 

EMF waveforms. In the post processing part of the program, 
the average value of machine torque and the value of torque 
ripple are calculated and shown as data on these plots. The 
program also performs harmonic analysis of EMF waveforms 
and calculates the RMS value of the fundamental harmonic 
and the total harmonic distortion (THD) of the induced phase 
EMF. Machine output parameters are printed to a text file. 
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In order to demonstrate the form of the results, three 
RPMFS machines with different numbers of slots, poles and 
phases are simulated, according to input parameters given in 
Table IX. All other input parameters are adopted according to 
Table X and they have the same values for all three analyzed 
RPMFS machines. It should be noted that these machine de-
signs are in no way optimized and that they are used for 
demonstration purposes only. A relatively small value of the 
angular step Δθ is adopted in order to get smooth torque and 
EMF waveforms (accurate value of torque ripple and EMF 
harmonics), but a higher value could be adopted without sig-
nificant loss of accuracy in calculated average torque. It 
should be noted that higher values of angular step Δθ would 
result in fewer magnetostatic simulations and, thus, in shorter 
overall computation time. This is important when the program 
is used as a part of an iterative optimization procedure, where 
the goal is to maximize the average torque for given machine 
volume (volume torque density). The mesh is automatically 
generated for each rotor position according to femm 4.2 soft-
ware default settings [15], [16], which was shown to be ap-
propriate for machine design purposes. The values of air-gap 
length, stator outer diameter and stator lamination stack length 
are adopted from [7] and [8]. The PM material used in simula-
tions is N36Z2G, with data: Hc = 846625 A/m; μr = 1.165; 
Br = μr·μ0·Hc = 1.24 T [7], [26]. 

TABLE IX 
INPUT PARAMETERS FOR THREE RPMFS MACHINES 

Parameter name Symbol M1 M2 M3 

Number of stator slots Qs 24 30 24 
Number of rotor poles 2p 20 28 28 
Number of stator winding phases m 3 5 6 
Number of stator winding layers nlay 1 1 2 

TABLE X 
COMMON INPUT PARAMETERS 

Parameter name Symbol Value 

Angular step in electrical degrees p·Δθ 4 
Total angular displacement of rotor in electri-
cal degrees p·θmax 360 

Rated RMS value of phase voltage, V U 230 

Rated RMS value of current density in the 
conductors, A/mm2 J 5 

Slot fill factor kCu 0.68 
Rotor speed, rpm n 500  
Air-gap length, mm δg 0.73 
Stator outer diameter, mm Ds 269 
Stator stack length, mm ls 83.56 
Ratio of inner and outer stator diameter ds / Ds 0.7 
Ratio of stator tooth width to slot pitch bts / τs 0.6 
Ratio of stator slot opening width to slot pitch bos / τs 0.4 
Ratio of stator tooth height to difference of 
outer and inner stator radius 2hts / (Ds – ds) 0.8 

Ratio of stator tooth tip height to difference of 
outer and inner stator radius 2hos / (Ds – ds) 0 

Ratio of inner and outer rotor diameter dr / Dr 0.7 
Ratio of rotor tooth width to inner pole pitch btr / τir  0.5 
Ratio of PM width to rotor inner pole pitch bpm / τir  0.5 
Ratio of slot opening width to outer pole pitch bor / τor  0.5 
Ratio of pole width to rotor outer pole pitch bp / τor  0.5 
Ratio of tooth tip height to difference of outer 
and inner rotor radius 2hor / (Dr – dr) 0.1 

The contour plots of magnetic vector potential for all three 
analyzed machines are shown in Fig. 14, 15 and 16, while the 
output parameters for all three machines are given in Table XI. 
The efficiency of the machines in Table XI is calculated by 
taking the copper losses into account, whereas the iron and 
mechanical losses are neglected, which must be reconsidered 
for some applications. The power factor is calculated by tak-
ing the voltage harmonics into account, while the currents are 
sinusoidal. In Table XI it can be seen that all three machines 
develop approximately the same average torque. This is main-
ly due to the same values of machine volume, current density 
in the conductors and approximately the same values of flux 
densities. The main difference between the machines is the 
torque ripple, which depends on the slot/pole combinations, 
and it is highest for machine M1. In Table XI it can also be 
verified that Ld ≈ Lq for all three designs, and that the cross-
saturation parameters Ldq and Ψpmq have small negative values. 

 
Fig. 14. Contour plot of magnetic vector potential for rated operation of ma-
chine M1 (Qs = 24, 2p = 20, m = 3, nlay = 1). 

 
Fig. 15. Contour plot of magnetic vector potential for rated operation of ma-
chine M2 (Qs = 30, 2p = 28, m = 5, nlay = 1). 

 
Fig. 16. Contour plot of magnetic vector potential for rated operation of ma-
chine M3 (Qs = 24, 2p = 28, m = 6, nlay = 2). 
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TABLE XI 
OUTPUT PARAMETERS FOR THREE RPMFS MACHINES 

Parameter name Symbol M1 M2 M3 

Mechanical output power, kW P 10.5 11.2 11.3 
RMS value of phase current, A I 21 13.5 11.8 
Power factor PF 0.81 0.80 0.75 
Efficiency η 0.89 0.90 0.93 
Average torque, Nm Tavg 201 213 216 
Torque ripple, % Tripple 7.53 1.08 2.68 
Voltage harmonic distortion, % THD% 12.43 9.98 4.12 
Number of turns per coil Nc 74 92 66 
Stator winding resistance, Ω Rs 1 Ω 1.3 1.1 
d axis inductance, mH Ld  14.3 16.7 20.8 
q axis inductance, mH Lq 14.0 16.1 20.5 
Cross-saturation inductance, mH Ldq -0.6 -0.7 -0.8 
d axis PM flux, mWb Ψpmd 330 234 227 
Cross- saturation PM flux, mWb Ψpmq -41 -30 -36 
Tooth flux denisty, T Bts 1.85 1.89 1.60 
Yoke flux density, T Bys 1.71 1.28 1.31 

 
The value of average torque presented in Table XI is calcu-

lated by solving the weighted stress tensor volume integral in 
femm 4.2 software for each rotor position and by calculating 
the mean value for all rotor positions. It is interesting to com-
pare this result with the one obtained by inserting the values of 
parameters Ψpmd and Ldq in (30) and (31). For example, this 
calculation for machine M1 yields the following result: 

 
 

2

2

3

3 10 0.33 21 0.0006 21 200 Nm,

avg pmd dqT p I L I  

      
 (33) 

which is very close to the value given in Table XI. This means 
that just the parameters Ψpmd and Ldq have to be determined by 
two magnetostatic simulations and then the average torque can 
be calculated analytically with good accuracy. The torque 
waveforms for all three machines are shown in Fig. 17, where 
the results from table XI can be verified. The phase EMF 
waveforms for all three analyzed machines are shown in Fig. 
18, 19 and 20. It can be concluded that all three machines have 
radially symmetrical stator windings. 

 
Fig. 17. Torque vs. electrical angle for analyzed RPMFS machines. Machine 
M1 has the lowest average value of torque and, at the same time, the highest 
value of torque ripple. 

 
Fig. 18. Phase EMF vs. electrical angle for rated operation of machine M1 
(Fundamental harmonic of phase EMF = 213.8 V, THD% = 12.43 %). 

 
Fig. 19. Phase EMF vs. electrical angle for rated operation of machine M2 
(Fundamental harmonic of phase EMF = 217.7 V, THD% = 9.98 %). 

 
Fig. 20. Phase EMF vs. electrical angle for rated operation of machine M3 
(Fundamental harmonic of phase EMF = 223.5 V, THD% = 4.12 %). The 
phase EMFs for machine M3 are unevenly spaced in time, which is due to the 
fact that the stator winding is a reduced six-phase winding. The reduced six-
phase system consists of two three-phase systems shifted by an angle of π / 6 
radians, whereas the first three-phase system consists of phases A, C and E, 
and the second three-phase system consists of phases B, D and F. 
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VI. CONCLUSION 
The methodology for FE based design of RPMFS machines 

was presented in this paper, along with the corresponding ap-
plication program, coded in Octave software FEMM toolbox. 
Guidelines for assembling the stator and rotor geometry, the 
stator winding layout, as well as calculation techniques for the 
machine circuit parameters, torque and EMF waveforms were 
developed and thoroughly explained respecting the procedures 
employed in the literature. The developed program enables 
fast and efficient analysis of RPMFS machines with different 
numbers of stator slots, stator phases, rotor poles and overall 
different dimensions. While the methodology presented in this 
paper is not restricted to RPMFS machines only, the program 
is intended to be used for geometry optimization of the 
RPMFS machine, with the aim of achieving maximum torque 
volume density and minimum torque ripple. 
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Abstract—Recent trends in power system design such as an
increasing share of renewable energy sources and smart grids
are creating different subsystem interactions that require proper
investigation, understanding, describing and estimating global
system stability through impedance-admittance measurement
and identification. This paper proposes and presents the cas-
caded H-bridge multilevel inverter topology for perturbation
injection converter and impedance-admittance measurement. The
methodology of impedance-admittance measurement is explained
together with different measurements requirements. Performance
and suitability of this topology for impedance-admittance mea-
surement is evaluated through simulations. Preliminary design
principles are given for the converter. System level feasibility of
the solution is proposed as a main result of the work.
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I. INTRODUCTION

IN the wake of strong penetration of renewable energies,
smart-grids and traction systems, as an example of interfac-

ing electrical grids of different nature into traditional electrical
power grids, power electronics is becoming one of the most
important components of modern distributed electrical power
networks. As an example, Fig. 1 shows the different com-
ponents and subsystems such as solar parks, wind turbines,
storage elements and different ac and dc grid interface points.
More and more active loads such as power converters appear
next to passive loads. Utilisation of power electronic systems
inherently changes the nature of power system by introducing
interactions among active components, behaviour that was not
present before and is becoming increasingly complex [1], [2].
As a consequence, characterizing power systems with high
penetration of power electronics is of a major interest nowa-
days. One of most commonly used methods to analyse the
behavior and stability of a system is by characterizing small-
signal impedance based models and applying the Nyquist cri-
terion to the product between the source output impedance and
load input admittance [1]–[3]. This characterization is made
possible by the virtue of impedance-admittance modelling and
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measurement. For assessing the stability of a whole system,
impedance-admittance measurement has to be performed at
different nodes in the power system.

Modern complex power system may be composed of dc
and ac grids of different frequencies and voltage and current
levels. Stemming from this, an impedance-admittance mea-
surement devices has to be highly modular and reconfigurable
to comply with different constraints at measurement points
such as system voltage and current ratings and frequency and
the type of connection that can be physically made. In terms of
measurements, a maximally wide possible frequency measure-
ment range is sought for. The precision of measurements on
the other side is also of utmost importance. This is due to the
fact that the inclusion of switched power electronic devices,
no matter how flexible, versatile and powerful in the sense of
enabling the full potential of power systems, also brings some
downsides such as harmonics and switching noise polluting
the system voltages and currents.

The topic of impedance-admittance measurement for sta-
bility analysis of power system has established itself since
last decade. In [4] an overview of impedance-admittance mea-
surement techniques based on frequency domain identification
techniques for the stability of ac systems is presented. The
same work presents different practical implementations for
a perturbation injection converter (PIC). Another approach
is using the time-domain identification via load-stepping [5].
This method is well suitable for identification of parametrical
models and its advantage is in the low number of load-
stepping responses needed to identify the system. However,
the drawback of this method is in the inability to characterize
properly the impedances in the high-frequency range. Cross-
correlation methods for extraction of small-signal impedances
after injection of pseudo-random binary sequence (PRBS)
are presented in [6]. Methods for measuring impedances in
dq-domain using ac-sweep and wide bandwidth small-signal
injection are presented in [7]–[9].

Different measurement devices are already commercially
available for low-power low-voltage ranges for the design of
power supplies and the technology is well-established [10]–
[12]. However, medium voltage (MV) impedance-admittance
measurement technology is still under development at the
moment. Equipment such as programmable ac sources and
grid emulators are commercial products that could be used
for impedance-admittance measurement. They are designed in
low voltage (LV) levels of up to 1 kV and power ratings up
to 200 kVA [13]. These devices are well suited for perturbing
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Fig. 1. Modern ac/dc distributed power system in which sources of different nature, ac or dc, and various voltage and current levels are connected through
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systems as they are capable of delivering programmable har-
monics or external waveform reference [13]–[16]. In general,
this is a good solution when it comes to laboratory experiments
at LV levels. However, from a close study in MV applications,
we discarded this solution, since using this equipment for MV
systems would require a step-up transformer which would in
turn cause that the leakage inductances of the transformer
damp the injected perturbation and thus limit the bandwidth of
the PIC. This is even more noticeable at higher frequencies.
The perturbation and measured signals should preferably be
10 times larger than the sensors accuracy which comes as a
challenge and a target to meet. With a proper signal processing
strategy this constraint could be relaxed and a set a more
feasible requirement of having a measured signal that is 4
times larger than the sensor accuracy. These are known as
"10:1" and "4:1" rules of thumb in metrology [17].

The previous discussion sets a motivation for our study.
A complex research and design problem is established which
includes topology identification and choice for PIC, as well
as hardware and software design and integration. Besides, a
complex measurement and data acquisition (DAQ) system has
to be developed and accuracy and sensitivity to external dis-
turbances of different sensors has to be assessed, considering
noisy operational conditions. Once acquired, data has to be
processed (online) or post-processed (offline). Then, in order
to obtain reliable measurements, different system identification
and calibration techniques can be considered. Combination of
all of these elements presents itself as a perfect platform for
research in medium voltage ac (MVAC) and medium voltage
dc (MVDC) impedance-admittance measurements and system
identification.

This work presents the selected topology for MVDC and
MVAC PIC and investigates whether such a topology can be
used for perturbation injection and subsequently impedance
measurement. Main point of interest of this work is the termi-

nal side and its performance potentials. The paper is organised
in the following manner: Section II presents perturbation
injection and measurement methods giving an overview of how
the PIC can be interfaced to system. Section III presents the
multilevel topology chosen and its different most important
parts. Section IV presents one cell of the PIC. Section V
presents relevant control aspects. Section VI presents details
of the hardware design of the actual cell of the PIC. Section
VII elaborates on the system foreseen for the acquisition
and postprocessing of the results. Section VIII presents the
simulations and performance of PIC in the environment of
PIC, while the discussions and conclusion are provided in
Section IX .

II. PERTUBATION INJECTION CONVERTER AND
MEASUREMENT METHODS

Different methods of connecting a perturbation devices to
a power system to be identified have been researched and
published as presented in Fig. 2. In all of these variants a
small-signal perturbations, voltage or current, are injected into
an unknown system, then current or voltage responses are
measured and, consequently, from these the system impedance
(or admittance) is identified. This work considers these three
connection methods they offer a flexibility in terms of type of
systems to be identified.

In the case of Fig. 2a the PIC is a main power source and
an injection device at the same time, a perturbation signal is
injected on top of a fundamental one. In this approach there
is only one load and is well suited for grid emulators such as
those in [13]–[16].

In Fig. 2b the PIC is connected in series between the source
and the load subsystems and is used to inject small-signal
voltage perturbations in the system. In this case the injected
voltage has to be synchronized with the source voltage at the
injection point. Advantage of this method is that the power
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Fig. 2. Different injections methods of small signals for system identification. a) Pertubation by PIC interfacing a load and perturbing with a small voltage
on top of the fundamental wave. b) Perturbation by voltage source connected in series between source and load. c) Pertubation by current source connected
in shunt between source and load.

of the small-signal perturbation is low. However, this method
presents itself with difficulties when it comes to PIC short-
circuit protection and the PIC has to support rated system
current.

Fig. 2c presents a shunt connected device between the
source and load subsystems for small-signal current injection.
As in the previous way, there has to exist a mean of syn-
chronizing the injected small-signal with the system current.
Advantage of this method is that the system current does not
flow through the PIC unlike with the previous method, but on
the other hand the PIC has to withstand the full line voltage
of the system. Current perturbation injection is better suited
for identifying smaller source side impedances as often larger
load side impedance will force the injected current to flow
in the direction of the source, thus leaving little perturbation
current for the load side and making the load side measurement
and identification more difficult. Another drawback is the fact
that it is difficult to inject controlled harmonic current since a
closed-loop control is necessary. Connecting a device between
two subsystems allows the device to be an active part of a
whole system and at the same time to be a perturbation device.
Methods in Fig. 2 are generic ones and present a single-phase
connection. Of course, they can be extended and applied to
three-phase systems which are of interest in this work.

There exists a plethora of possible signal types and wave-
forms that could be used for injection and system perturbation.
Most basic form of perturbing a system is using the ac
frequency sweep where a single frequency is injected at a
time which in the large frequency range of interest makes
the measurement considerably slow. Another method is to use
wide bandwidth signals such as swept sine in which signal
frequency increases (or decreases) over a certain time. Random
signals such as PRBS is introduced as white noise approxi-
mation. Even though these signals reduce measurement time,
over a large frequency range their signal-to-noise ratio (SNR)
decreases making the measurement more difficult. Another
suitable signal is the multisine signal which contains multiple
tones at the same time. The SNR of multisine signal is constant
over a frequency range but is nevertheless lower compared to
a single tone signal used for the ac-sweep. Evidently, a trade-
off between the time and precision of measurement has to be
made. One of the possible approaches to mitigate the problem
of low SNR when using wide bandwidth signals is to use peri-
odogram power spectral density methods [18], [19]. In [20] it
is shown that the cross power spectral density (CPSD) estima-
tion based on Welch periodogram spectral density estimation
[21] algorithm is successfully used for identifying impedances

where voltage and current measurements are affected by the
noise.

When it comes to measurements themselves, in the case of
Figs. 2b and 2c, source and load voltages and currents are
measured while in the case of Fig. 2a, source voltage and
load current are measured. Voltage and current transducers
must have a sufficient accuracy. Not only magnitude but
also the phase accuracy has to be high enough as the phase
characteristics of sensors will also influence the impedance
calculation results [7]. It goes without saying that not only
high enough bandwidth is a must for these transducers, but
also they need to measure reliably low-bandwidth signals.
Possible candidates for transducers are voltage dividers for
line voltage measurements and Rogowski and closed loop Hall
current sensors for line current measurements.

Concerning voltage and current injection devices, different
devices are reported in [22]–[24]. Reference [25] provides
results in the MVAC grids and it describes a single phase
impedance measurement unit in which three voltage source
switching cells are connected in either parallel or series
configuration and each of them fed from a dc-link. However,
for this work, a highly scalable and modular solution, in
terms of voltage and power levels, that can be employed for
different applications is sought after. To this end, multilevel
topologies appear as a possible candidate for the application.
When directly interfacing an MV grid, multilevel converters
provide a much reduced short-circuit impedance than solutions
based on LV power electronics in combination with step-up
transformers. We consider that cascaded H-bridge (CHB) with
multiwinding transformer match a realistic / cost effective sce-
nario. On one side these topologies are scalable and versatile.
They can be used as a main source and as a perturbation source
at the same time or can be used as an external device that
solely serves the purposes of injecting a perturbation voltage
or current. This multifunctionality can be achieved by physical
reconfiguration of the converter cell connections. On the other
side, in terms of control, multilevel topologies achieve a higher
bandwidth (modulation and control) than topologies capable
of delivering two level or three level outputs for the same
output voltage and power rating. Having a higher bandwidth
immediately allows higher perturbation frequencies and allows
to identify the system up to a higher frequency. Thanks to
the multilevel topology, there is no isolating transformer on
the output side, where measurements are performed, thus no
reduction in the output bandwidth that is now determined by
implementation of the converter stages. Due to the advantages
that this solution possesses, a multilevel CHB inverter topol-
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Fig. 3. 1MVA multi-winding transformer.

ogy supplied by a multi-winding transformer is proposed and
investigated for PIC application.

III. CASCADED H-BRIDGE BASED
IMPEDANCE-ADMITTANCE MEASUREMENT UNIT

Different perturbation injection devices have been reported
in the literature and they suffer from one common downside,
the switching noise. When the switching noise is present, to-
gether with its side harmonics it becomes much more difficult
to identify system response and separate it from the noise
induced by the switched operation. However, one solution to
alleviate this problem, at least to some extent, is to use a
CHB multilevel inverter topology. The CHB multilevel inverter
topologies output waveform contain have lower total harmonic
distortion (THD) than 2-level topologies and the harmonics are
contained in high frequency range which is not of interest to
us [26]. As mentioned in Section II, base for the development
of this solution is the multi-winding transformer in Fig. 3.
Details about the transformer characteristics and modelling for
electric circuit simulations are presented in [27] and Table I.
The transformer itself shall be interfaced with a multilevel
CHB converter (see Fig. 4) and five secondary winding of
one single phase are connected to cells which are connected
in series or in parallel at the output, depending on the type
of injection performed. Moreover, depending on the type of
injection a different output filter is required. This results in
an 11-level CHB inverter topology which is the key element
of the PIC. Having such a high number of voltage levels
in combination with phase-shifted carrier PWM (PSC-PWM)
gives a less distorted waveform which in return gives less noise
pollution and better system response to be identified.

6 kV

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

A1 B1 C1

A2 B2 C2

Output
Filter

(a)

6 kV

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

Cell

A1 B1 C1

Output
Filter

A2 B2 C2

(b)

Fig. 4. CHB topology with isolated cell supply transformer with a) cell
outputs connected in series for shunt current injection and b) cell outputs
connected in parallel for series voltage injection.
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TABLE I
MULTI-WINDING TRANSFORMER PARAMETERS

Parameter Value
Apparent Power Rating 1MVA

Primary Side Line Voltage 6.3 kV
Secondary Side Line Voltage 710V

Grid frequency 50Hz
Star Primary Windings 1

Extended Delta Secondary Windings 15
Phase Shift of the Secondaries −18°, −6°, 6°, 18°, 30°

The PIC shall be capable of providing all three connection
modes as indicated in Fig. 2. In the series voltage injection
mode the cells are connected in parallel, while in shunt current
injection mode the cells are connected in series. As the PIC has
to be connected in two different ways, the whole system has to
be modular and cell connections have to be reconfigurable. The
simplest and cheapest way of achieving this reconfigurability
is mechanically through the system of bus bars. Most of the
reported injection devices are unidirectional and are capable of
creating an unidirectional perturbation whereas the topology
reported in this work is a four-quadrant one and is capable of
sinking current and reversing the voltage polarity which leaves
open a question of influence of these methods on impedance-
admittance measurement and system identification. A clear
advantage is the fact that the PIC is a grid emulator and
a measurement device at the same time, which allows for
measurement at different grid operating points.

A. Output Waveform Filtering

The PIC is required to inject clean high-frequency small-
signal voltage and current perturbations up to 10 kHz. Due
to this requirement, the inverter end has to comprise a filter
to eliminate the pulse-width modulation (PWM) harmonics to
some extent. The inverter rectangular shaped voltages can be
filtered in two ways, using the dv/dt and sine wave filters.

The first method filters only high frequency components to
reduce the voltage slope of the PWM rectangle outputs. Since
fast switching silicon carbide (SiC) MOSFETs are used to
synthetize the output waveform dv/dt can reach high values.
In any case of connection to a system seen in Fig. 2 the
output voltage slope has to be limited in order not to provoke
a damage to the system being identified. This requires pro-
tection equipment to be installed. The damped filter resonant
frequency fd of this filter is chosen to be higher than both
the output frequency fout and the switching frequency, i.e.
fout � fsw � fd.

The second approach is used to filter out the switching
frequency components to obtain a sinusoidal output waveform.
Three factors determine the choice of the sinusoidal filter. The
first is the tolerance of the voltage distortion level of the output
filter, the second one is the maximum allowable voltage drop
on the filter and the third depends on the switching frequency
of the inverter switches [28]. The first two factors are directly
sets the requirements on the output waveform of the PIC.
Third factor reflects on the damped resonant frequency which
is required to be larger than the output frequency but smaller
than the switching frequency, i.e. fout � fd � fsw.

With respect to injection methods presented in Fig. 2, the
PIC may require three different output filter configurations
which may result in converter loss budget savings and volume
savings for both the converter and the filter. Factors that
determine the choice of filter are the power losses, in the
converter and the filter respectively, and voltage and current
ratings that the PIC has to withstand. Two types of filters to
be considered are LC and L filter (see Fig. 5). The L filter
is used for the current injection, while the LC filter is used
for voltage injection, i.e. L to provide a current source and
LC for a voltage source. This type of output filter provides
a transformerless solution at the output stage for perturbation
injection. Transfer functions GLC(s) and GL(s) of these filters
are well known:

GLC(s) =
vp(s)

vinv(s)
=

1

s2LfCf + 1
(1)

GL(s) =
ip(s)

vinv(s)
=

1

sLf
(2)

The LC filter will present a damped resonance at resonance
frequency fd, after which all frequency components are atten-
uated at a rate of −40 dB/dec.

fd =
1

2π
√
LfCf

(3)

The L filter presents no resonance and acts as a first order
low-pass filter with −20 dB/dec attenuation rate.

IV. SINGLE CASCADED H-BRIDGE CELL

The single cell of the CHB converter is presented in Fig. 6
and it comprises an input filter, active front-end (AFE) and
an H-bridge (HB) inverter. The injection converter shall be
designed to support 6 kV line-to-line ac voltages and 100 A
currents with up to 1 MVA output power [29]. The 1 MVA
converter is built of 15 cells which means that each cell has
a nominal power of 66.7 kVA. The PIC is required to inject
only a portion of system voltage or current, namely 5–10 %,
in the range of 1 Hz–10 kHz. As a rule of thumb, this means
that the apparent switching frequency should be 100 kHz.
Since the presence of only five secondary windings per phase
implies relatively low multiplication factor (N = 5) for the
apparent switching frequency, it means that the switches inside
a HB should be switched at least at 20 kHz. Due to the high
switching frequency SiC devices are considered for the HB
stage [29]. Table II summarizes the cell parameters.

A. Input Filtering

As the cell is interfaced to the transformer secondary it
is naturally connected to the transformer secondary leakage
inductance. Following from this, different input filter configu-
rations can be used for this application. Different options for
the input filter are presented in Fig. 7. Choice of filter type and
position of voltage and current transducers directly influences
control strategy for the cell.
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Fig. 5. a) LC and b) L output filter configuration circuits. vinv — inverter
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Fig. 6. Regenerative cell with an input filter, AFE stage (left) and inverter
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B. Active Front-End

In order to investigate the influence of having a four-
quadrant topology for perturbation generation front-end is
silicon IGBT based AFE. Switching frequency is set at 10 kHz.
Transformer secondaries provide a multiple of 60°/N phase
shift. Due to this, the current control bandwidth of AFE is
rather low. On the other side, having a high dc-link voltage
control bandwidth and lower filtering effort of AFE switch-
ing harmonics is sought after. This requirement is filled by
increasing the AFE switching frequency. Power modules of
the 1.7 kV voltage class are chosen for this application, and
for simplicity reasons two-level switching cells are chosen.
Reason for choosing this voltage class modules is the nom-
inal dc-link voltage which derives from the line voltages of
transformer secondaries. Package type chosen for the semi-
conductor module is the standard 62 mm package. This is a
standard package with many alternative sources which is easy
to integrate with the existing gate drivers on one hand and
reduces thermal management effort on the other hand. In order
to decrease the voltage overshoots due to stray inductances,
a snubber capacitor rated for 1.2 kV is connected across each
IGBT. Amongst many commercially available power modules,
SEMIKRON SKM150GB17E4G 1.7 kV IGBT power module
with body diode was one of the suitable candidates for the
application and was therefore chosen [29].

C. Voltage limiting circuit and dc-link

The bandwidth requirements and realization for the AFE
and the HB are not the same. In case of sudden energy
flow reversal and in order to prevent transient overvoltages
in the dc-link, a voltage limiting circuit is also present in
the cell as a protective mean. The dc-links in the cells are

TABLE II
CELL PARAMETERS

Parameter Value
Apparent Power Rating 66.7 kVA
AFE Nominal Current 54A

Inverter HB Nominal Current 96A
Nominal dc-link voltage 1200V

Semiconductor blocking voltage 1700V
Inverter HB Modulation PSC-PWM

independent between themselves and each dc-link is controlled
independently. In this way, the problem of dc-link voltage
unbalance is eliminated. The purpose of the dc-link capacitor
is dual. On one side it serves to maintain the desired dc-link
voltage and reduce the voltage ripple, thus enabling proper dc
operation point for the converter, while on the other it serves
as a storage for reactive energy during low frequency injection.
Unlike the usual design where low frequencies would not
be considered, in this case the dc-link design needs to take
into account the lowest injection frequency that needs to
be achieved while at the same time taking into account the
maximum allowable voltage ripple. The dc capacitor can be
calculated with respect to the maximum allowed voltage ripple
for the lowest injection frequency point [20]. Trying to fulfill
all conditions of having highest possible small-signal voltage
and current injection and lowest frequency would result in
capacitance values far too big for any practical implementation
which in turns forces us to make certain trade-offs, e.g.
derating for lower frequency injection. For this application the
dc-link nominal voltage 1200 V and the capacitance of 5 mF is
set. Capacitors used for the application are film type because
of high frequency injection and low output filter impedance
and are rated for 1.32 kV.

D. H-Bridge Inverter

As higher switching frequencies are required at the inverter
end, SiC MOSFET devices are chosen for this application.
The inverter nominal current is 96 A so power modules with at
least 150 A current rating are chosen. The MOSFET package
is identical to the one of the IGBT. Type of modules that will
be used will be 62 mm SiC 1.7 kV MOSFET power modules
due to the ease of integration with the AFE.

V. CONTROL

A. Active Front End Control

There exist multiple ways of controlling the AFE unit.
We have chosen that the input rectification stage and dc-link
voltage are controlled by the synchronous reference frame
(SRF) decoupled current control. The control diagram is
presented in figure Fig. 8. i∗d, i∗q , id and iq is the d- and
q-axis current references and measurements respectively, vg
the secondary side voltage of the transformer, ic the AFE
ac input current, v∗dc and vdc the dc-link voltage reference
and measurement. The i∗d is obtained through the cascaded
proportional-integral (PI) control of the dc-link voltage. The i∗q
is usually set to zero as there is no reactive power demand. The
modulation type used is the space vector modulation (SVM).
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The angle θ is obtaned with the SRF-phase-locked loop (PLL)
by measuring primary transformer voltages and applying phase
shift corresponding to each secondary.

B. CHB Multilevel Inverter Output Control

Due to the versatility requirement that multiple types of
injections are possible, current or voltage ones, different
control strategies can be applied for each case and these
strategies directly depend on the type of output filters used. As
mentioned in Subsection III-A, the LC filter is used for voltage
injection, thus the voltage vp on the capacitor is controlled,
which needs to be synchronized with the system it is being
injected in. In the case of current injection, the current ip
in the inductor is controlled and this current also has to be
synchronized with the system current. For the injection type
as the one presented in Fig. 2a, no synchronization is needed.

VI. PRELIMINARY HARDWARE CONSTRUCTION AND
PROTOTYPING

A preliminary 3D CAD representation of the cell is shown
in Fig. 9. The cell layout mainly depends on the cooling sys-

Fig. 9. 3D CAD representation of the cell. AFE is to positioned to the left
side and HB inverter to the right.

tem, choice of power modules packaging type, gate drivers, dc-
link capacitors, snubber capacitor and insulation coordination
standards that have to be respected. Due to the possible size
of the input filter, it is physically placed outside the cell.

Both the AFE and HB inverter are mounted on a heatsink
of the same type. This arrangement of switching devices
simplifies the integration between the AFE and HB as the
whole structure becomes symmetrical. This also means that the
cooling system for the HB inverter is oversized for the minimal
switching frequency of 20 kHz, which in turn allows for the
switching frequency to be pushed even further if required.
Type of heatsink used is an aluminium hollow fins heatsink
which is combined with forced air cooling system. The di-
mensions of the heatsinks are 240 mm×120 mm×250 mm.

The copper busbar system carries the current from the
input terminals through the current transducers to the power
modules, the dc-link and further to the HB inverter. The
current transducers are placed beneath the gate driver interface
board, thus easing the connection to the dedicated current
measurement connectors. The dc side busbars are designed
as to reduce the overall stray inductance using wide parallel
copper plates and aligning connections with the main current
flow. The standard UL 840 is followed when designing the
busbars in order to have proper creepage / clearance distances.
Each dc plate is 1 mm thick which is enough to carry the
nominal current. Insulating layer is made from flame retardant
polypropylene electrical insulation material. The layer thick-
ness is 30 mil (0.762 mm). The dc-link is realized with five
parallel film capacitors which are mounted behind the cooling
system.

Gate driver circuits are placed directly on top of the power
modules on their dedicated interface board as the fast switch-
ing is required and the gate signal paths should be kept as short
as possible. Moreover, a metallic shielding is needed between
the gate driver circuits and power modules and around the
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Fig. 10. Complete system block diagram.

gate drivers. In this way the EMI effect on the gate drivers is
reduced and it provides a physical protection of the circuits
beneath.

The overall size of the system are given by two elements,
dc-link and the cooling system. The overall size of the cell
is 600 mm×500 mm×350 mm. The cooling system and the
dc-link account for 30 % of the overall cell volume.

VII. MEASUREMENT, DATA ACQUISITION SYSTEM AND
SYSTEM IDENTIFICATION CHAIN

A complete system level diagram is presented in Fig. 10.
It includes a PIC used for perturbation injection to an un-
known system that can be composed of various components,
passive and active ones, voltage and current measurements on
the source and the load side, signal conditioning for DAQ
instrument and finally data processing to which the system
identification methods are applied.

A. Measurement system

For proper impedance identification a proper measurement
system is indispensable. The measurements are implemented
via voltage and current sensors placed on the source and on
the load side. Both the line-to-line voltages and currents are
measured. Due to the maximum injection frequency sought for,
voltage and currents up to 10 kHz need to be measured at the
MV level. Measurement devices need to measure the full range
voltages and currents while having a constant gain and almost
no phase delay in the frequency range of interest, otherwise
it will affect the computed impedance value. Moreover, each
measurement has to be conditioned, i.e. filtered and scaled
for the DAQ instrument, for which a dedicated measurement

conditioning system needs to be designed. The challenge re-
garding the sensor design is the fact that they need to measure
the full range quantities, even though only the perturbation
portion is of interest in the end.

B. Data Acquisition System

Next step is feeding the conditioned measurement to DAQ
instrument. The DAQ system needs to be equipped with
enough acquisition channels to acquire synchronously all
voltage and current measurements needed. In the DAQ in-
struments, the analog measurements are sampled using a
high enough sampling rate and converted to their digital
counterparts.

C. Data Processing and System Identification

Final step in the chain is the data processing and application
of system identification methods in order to compute the
impedance. The signal processing is performed in an external
PC and relies on the methods such as those in [20]. Another
important part in the chain is the visualization of results over
the full frequency range.

VIII. PERTURBATION INJECTION CONVERTER
PERFORMANCE

Three different configurations presented in Fig. 2 were
simulated. PIC is connected to a load of Rload = 36 Ω
and Lload = 1 mH. Fundamental output line-to-line voltage
is 5.4 kV and small-signal voltage is 600 V, i.e. 10 % of
maximum line-to-line voltage. In this configuration power
output of the PIC is 1 MW.

Fig. 11 presents results for the case in which the PIC is the
main source and perturbation source, as in Fig. 2a.

Fig. 12 presents load voltage and currents in the case where
the small-signal voltage perturbation is injected in series with
a source between the source and the load, as in Fig. 2b. Again,
the source voltage is 5.4 kV while the small-signal voltage is
600 V and the load characteristic is the same.

Fig. 13 presents source voltage and currents in the case
where the current perturbation is injected in shunt at a point
between the source and the load, as in Fig. 2c. In this case the
source voltage is 6 kV and the load characteristic is the same.
Current injected by the PIC is 9.6 A. In all three configurations
perturbations at 1 Hz, 1 kHz and 10 kHz are injected.
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Fig. 11. Simulation waveforms for the configuration in Fig. 2a. a, b and c phase voltages and currents are visible in blue, red and green.
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Fig. 12. Load side simulation waveforms for the configuration in Fig. 2b. a, b and c phase voltages and currents are visible in blue, red and green.
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Fig. 13. Source side simulation waveforms for the configuration in Fig. 2c. a, b and c phase voltages and currents are visible in blue, red and green.

IX. CONCLUSION

This paper focused on the CHB topology employed as
a PIC whose objective usage is impedance-admittance mea-
surement and system identification. The use of multilevel
topology in combination with fast switching devices allows
higher apparent switching frequencies and consecutively high
frequency output voltage and current which also means a
higher bandwidth and better system characterization. More-
over, versatility of the proposed solution provides a capability
of having a main source and a perturbation source in the same
device, a possibility of connecting the device in three different
configurations at various interfaces in the system. Owing to
the scalability, the proposed topology can be used at different
voltage and current levels.
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[25] M. Jakšić, Z. Shen, I. Cvetković, D. Boroyevich, R. Burgos, C. Di-
Marino, and F. Chen, “Medium-voltage impedance measurement unit
for assessing the system stability of electric ships,” IEEE Transactions
on Energy Conversion, vol. 32, no. 2, pp. 829–841, Jun. 2017.

[26] D. Grahame Holmes and Thomas A. Lipo, “Carrier Based PWM of
Multilevel Inverters,” in Pulse Width Modulation for Power Converters:
Principles and Practice. IEEE, 2003, pp. 452–464.

[27] M. Luo, D. Dujic, and J. Allmeling, “Leakage flux modeling of
medium-voltage phase-shift transformers for system-level simulations,”
IEEE Transactions on Power Electronics, pp. 1–1, 2018, (early access).

[28] J. Guzinski, H. Abu-Rub, and P. Strankowski, Variable speed AC drives
with inverter output filters. John Wiley & Sons, 2015, pp. 65–93.
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If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome). 
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Editor or the MathType add-on (http://www.mathtype.com) for 
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Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
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For example, write “15 Gb/cm2 (100 Gb/in2).” An exception 

is when English units are used as identifiers in trade, such as 
“3½-in disk drive.” Avoid combining SI and CGS units, such 
as current in amperes and magnetic field in oersteds. This 
often leads to confusion because equations do not balance 
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units for each quantity in an equation.

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux density 
B or magnetic field strength symbolized as µ0H. Use the center 
dot to separate compound units, e.g., “A·m2.”
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can be at the end of the paper. Large figures and tables may span 
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the labels “(a)” and “(b)” as part of the artwork. Please verify 
that the figures and tables you mention in the text actually exist. 
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not put borders around the outside of your figures. Use the 
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abbreviate “Table.” Tables are numbered with Roman numerals. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption.

TABLE I
Units for Magnetic Properties
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entire table do not need footnote letters. 
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= gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = tesla, m = meter, 
A = ampere, J = joule, kg = kilogram, H = henry.
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If you are preparing images in TIFF, EPS, or PS format, 
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should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome).  

Photographs and grayscale figures should be prepared with 
300 dpi resolution and saved with no compression, 8 bits per 
pixel (grayscale). 

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures less 
than one column wide, as extreme enlargements may distort 
your images and result in poor reproduction. Therefore, it is 
better if the image is slightly larger, as a minor reduction in 
size should not have an adverse affect the quality of the 
image.  

III. MATH

If you are using Word, use either the Microsoft Equation 
Editor or the MathType add-on (http://www.mathtype.com) 
for equations in your paper (Insert | Object | Create New | 
Microsoft Equation or MathType Equation). “Float over text” 
should not be selected.

IV. UNITS

Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
units (in parentheses). This applies to papers in data 
storage. For example, write “15 Gb/cm2 (100 Gb/in2).” An 
exception is when English units are used as identifiers in 
trade, such as “3½-in disk drive.” Avoid combining SI and 

CGS units, such as current in amperes and magnetic field in 
oersteds. This often leads to confusion because equations do 
not balance dimensionally. If you must use mixed units, 
clearly state the units for each quantity in an equation. 

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux 
density B or magnetic field strength symbolized as µ0H. Use 
the center dot to separate compound units, e.g., “A·m2.”

TABLE I
UNITS FOR MAGNETIC PROPERTIES

Symbol Quantity Conversion from Gaussian and 
CGS EMU to SI a

Φ magnetic flux 1 Mx → 10−8 Wb = 10−8 V·s 
B magnetic flux density,  

  magnetic induction 
1 G → 10−4 T = 10−4 Wb/m2

H magnetic field strength 1 Oe → 103/(4π) A/m 
m magnetic moment 1 erg/G = 1 emu  

→ 10−3 A·m2 = 10−3 J/T 
M magnetization 1 erg/(G·cm3) = 1 emu/cm3

→ 103 A/m 
4πM magnetization 1 G → 103/(4π) A/m 
σ specific magnetization 1 erg/(G·g) = 1 emu/g → 1 A·m2/kg
j magnetic dipole  

  moment 
1 erg/G = 1 emu  
→ 4π × 10−10 Wb·m 

J magnetic polarization 1 erg/(G·cm3) = 1 emu/cm3

→ 4π × 10−4 T 
χ, κ susceptibility 1 → 4π
χρ mass susceptibility 1 cm3/g → 4π × 10−3 m3/kg
μ permeability 1 → 4π × 10−7 H/m  

  = 4π × 10−7 Wb/(A·m) 
μr relative permeability μ → μr

w, W energy density 1 erg/cm3 → 10−1 J/m3

N, D demagnetizing factor 1 → 1/(4π)

Vertical lines are optional in tables. Statements that serve as captions for 
the entire table do not need footnote letters.  

aGaussian units are the same as cgs emu for magnetostatics; Mx = 
maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 
tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is
abbreviated. There is a period after the figure number, followed by two
spaces. It is good practice to explain the significance of the figure in the
caption.

V. HELPFUL HINTS

A. Figures and Tables 
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and 
bottom of each column. In fact, all figures, figure captions, 
and tables can be at the end of the paper. Large figures and 
tables may span both columns. Place figure captions below the 
figures; place table titles above the tables. If your figure has 
two parts, include the labels “(a)” and “(b)” as part of the 
artwork. Please verify that the figures and tables you mention 
in the text actually exist. Please do not include captions as 
part of the figures. Do not put captions in “text boxes” 
linked to the figures. Do not put borders around the 
outside of your figures. Use the abbreviation “Fig.” even at 
the beginning of a sentence. Do not abbreviate “Table.” 
Tables are numbered with Roman numerals.  

Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 



Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 
words rather than symbols. As an example, write the quantity 
“Magnetization,” or “Magnetization M,” not just “M.” Put units 
in parentheses. Do not label axes only with units. As in Fig. 1, 
for example, write “Magnetization (A/m)” or “Magnetization 
(A ⋅m-1),” not just “A/m.” Do not label axes with a ratio of 
quantities and units. For example, write “Temperature (K),” not 
“Temperature/K.” 

Multipliers can be especially confusing. Write 
“Magnetization (kA/m)” or “Magnetization (103 A/m).” Do not 
write “Magnetization (A/m) x 1000” because the reader would 
not know whether the top axis label in Fig. 1 meant 16000 A/m 
or 0.016 A/m. Figure labels should be legible, approximately 8 
to 12 point type.

B. References
Number citations consecutively in square brackets [1]. 

The sentence punctuation follows the brackets [2]. Multiple 
references [2], [3] are each numbered with separate brackets 
[1]–[3]. When citing a section in a book, please give the relevant 
page numbers [2]. In sentences, refer simply to the reference 
number, as in [3]. Do not use “Ref. [3]” or “reference [3]” 
except at the beginning of a sentence: “Reference [3] shows ... 
.” Please do not use automatic endnotes in Word, rather, type 
the reference list at the end of the paper using the “References” 
style.

Number footnotes separately in superscripts (Insert | 
Footnote).1 Place the actual footnote at the bottom of the 
column in which it is cited; do not put footnotes in the reference 
list (endnotes). Use letters for table footnotes (see Table I). 

Please note that the references at the end of this document 
are in the preferred referencing style. Give all authors’ names; 
do not use “et al.” unless there are six authors or more. Use 
a space after authors’ initials. Papers that have not been 
published should be cited as “unpublished” [4]. Papers that 
have been accepted for publication, but not yet specified for an 
issue should be cited as “to be published” [5]. Papers that have 
been submitted for publication should be cited as “submitted 
for publication” [6]. Please give affiliations and addresses for 
private communications [7].

Capitalize only the first word in a paper title, except for 
proper nouns and element symbols. For papers published 
in translation journals, please give the English citation first, 
followed by the original foreign-language citation [8]. All 
references must be written in Roman alphabet.

C. Abbreviations and Acronyms
Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined in the 

1 It is recommended that footnotes be avoided (except for the unnumbered 
footnote with the receipt date and authors’ affiliations on the first page). Instead, 
try to integrate the footnote information into the text.

abstract. Abbreviations such as IEEE, SI, ac, and dc do not have 
to be defined. Abbreviations that incorporate periods should 
not have spaces: write “C.N.R.S.,” not “C. N. R. S.” Do not 
use abbreviations in the title unless they are unavoidable (for 
example, “IEEE” in the title of this article).

D. Equations
Number equations consecutively with equation numbers 

in parentheses flush with the right margin, as in (1). First 
use the equation editor to create the equation. Then select 
the “Equation” markup style. Press the tab key and write the 
equation number in parentheses. To make your equations more 
compact, you may use the solidus ( / ), the exp function, or 
appropriate exponents. Use parentheses to avoid ambiguities 
in denominators. Punctuate equations when they are part of a 
sentence, as in
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Be sure that the symbols in your equation have been defined 
before the equation appears or immediately following. Italicize 
symbols (T might refer to temperature, but T is the unit tesla). 
Refer to “(1),” not “Eq. (1)” or “equation (1),” except at the 
beginning of a sentence: “Equation (1) is ... .”

E. Other Recommendations
Use one space after periods and colons. Hyphenate complex 

modifiers: “zero-field-cooled magnetization.” Avoid dangling 
participles, such as, “Using (1), the potential was calculated.” [It 
is not clear who or what used (1).] Write instead, “The potential 
was calculated by using (1),” or “Using (1), we calculated the 
potential.”

Use a zero before decimal points: “0.25,” not “.25.” Use 
“cm3,” not “cc.” Indicate sample dimensions as “0.1 cm x 0.2 
cm,” not “0.1 x 0.2 cm2.” The abbreviation for “seconds” is “s,” 
not “sec.” Do not mix complete spellings and abbreviations of 
units: use “Wb/m2” or “webers per square meter,” not “webers/
m2.” When expressing a range of values, write “7 to 9” or “7-9,” 
not “7~9.”

A parenthetical statement at the end of a sentence is 
punctuated outside of the closing parenthesis (like this). (A 
parenthetical sentence is punctuated within the parentheses.) In 
American English, periods and commas are within quotation 
marks, like “this period.” Other punctuation is “outside”! Avoid 
contractions; for example, write “do not” instead of “don’t.” 
The serial comma is preferred: “A, B, and C” instead of “A, B 
and C.”

If you wish, you may write in the first person singular 
or plural and use the active voice (“I observed that ...” or 
“We observed that ...” instead of “It was observed that ...”). 
Remember to check spelling. If your native language is not 
English, please get a native English-speaking colleague to 
carefully proofread your paper.



VI. Some Common Mistakes
The word “data” is plural, not singular. The subscript for 

the permeability of vacuum µ0 is zero, not a lowercase letter 
“o.” The term for residual magnetization is “remanence”; the 
adjective is “remanent”; do not write “remnance” or “remnant.” 
Use the word “micrometer” instead of “micron.” A graph within 
a graph is an “inset,” not an “insert.” The word “alternatively” 
is preferred to the word “alternately” (unless you really mean 
something that alternates). Use the word “whereas” instead 
of “while” (unless you are referring to simultaneous events). 
Do not use the word “essentially” to mean “approximately” 
or “effectively.” Do not use the word “issue” as a euphemism 
for “problem.” When compositions are not specified, separate 
chemical symbols by en-dashes; for example, “NiMn” indicates 
the intermetallic compound Ni0.5Mn0.5 whereas “Ni–Mn” 
indicates an alloy of some composition NixMn1-x.

Be aware of the different meanings of the homophones 
“affect” (usually a verb) and “effect” (usually a noun), 
“complement” and “compliment,” “discreet” and “discrete,” 
“principal” (e.g., “principal investigator”) and “principle” (e.g., 
“principle of measurement”). Do not confuse “imply” and 
“infer.” 

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 
are not independent words; they should be joined to the words 
they modify, usually without a hyphen. There is no period after 
the “et” in the Latin abbreviation “et al.” (it is also italicized). 
The abbreviation “i.e.,” means “that is,” and the abbreviation 
“e.g.,” means “for example” (these abbreviations are not 
italicized).

An excellent style manual and source of information for 
science writers is [9].

VII. Editorial Policy
Each manuscript submitted is subjected to the following 

review procedure:
•	 It is reviewed by the editor for general suitability for this 

publication
•	 If it is judged suitable, two reviewers are selected and a 

single-blinded review process takes place
•	 Based on the recommendations of the reviewers, the 

editor then decides whether the particular paper should 
be accepted as is, revised or rejected.

Do not submit a paper you have submitted or published 
elsewhere. Do not publish “preliminary” data or results. The 
submitting author is responsible for obtaining agreement of 
all coauthors and any consent required from sponsors before 
submitting a paper. It is the obligation of the authors to cite 
relevant prior work.

Every paper submitted to “Electronics” journal are single-
blind reviewed. For conference-related papers, the decision to 
accept or reject a paper is made by the conference editors and 
publications committee; the recommendations of the referees 
are advisory only. Undecipherable English is a valid reason for 
rejection.

VIII. Publication Principles

The contents of “Electronics” are peer-reviewed and 
archival. The “Electronics” publishes scholarly articles of 
archival value as well as tutorial expositions and critical reviews 
of classical subjects and topics of current interest. 

Authors should consider the following points:
1)	 Technical papers submitted for publication must advance 

the state of knowledge and must cite relevant prior work. 
2)	 The length of a submitted paper should be commensurate 

with the importance, or appropriate to the complexity, 
of the work. For example, an obvious extension of 
previously published work might not be appropriate for 
publication or might be adequately treated in just a few 
pages.

3)	 Authors must convince both peer reviewers and the 
editors of the scientific and technical merit of a paper; 
the standards of proof are higher when extraordinary or 
unexpected results are reported. 

4)	 Because replication is required for scientific progress, 
papers submitted for publication must provide sufficient 
information to allow readers to perform similar 
experiments or calculations and use the reported results. 
Although not everything need be disclosed, a paper must 
contain new, useable, and fully described information. 
For example, a specimen’s chemical composition need 
not be reported if the main purpose of a paper is to 
introduce a new measurement technique. Authors should 
expect to be challenged by reviewers if the results are 
not supported by adequate data and critical details.

5)	 Papers that describe ongoing work or announce the 
latest technical achievement, which are suitable for 
presentation at a professional conference, may not be 
appropriate for publication in “Electronics”.

IX. Conclusion

A conclusion section is not required. Although a conclusion 
may review the main points of the paper, do not replicate the 
abstract as the conclusion. A conclusion might elaborate on the 
importance of the work or suggest applications and extensions. 

Appendix

Appendixes, if needed, appear before the acknowledgment.
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The preferred spelling of the word “acknowledgment” 
in American English is without an “e” after the “g.” Use the 
singular heading even if you have many acknowledgments. 
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and financial support acknowledgments are placed in the 
unnumbered footnote on the first page, not here.
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