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Editor’s Column
Mladen Knezic

The first principle is that you must not fool yourself
and you are the easiest person to fool.

Richard P. Feynman

Editorial Letter
DOI: 10.7251/ELS1923039K

THE December issue of Electronics journal in 2019 conta-
ins five regular papers that present recent advancements

in the field of electronics, audio signal processing and control
theory applied to power grids balancing.

The paper “A Novel Domino Logic with Modified Keeper
in 16nm CMOS Technology”, authored by S. Singhal, A.
Mehra, and U. Tripathi, proposes a novel domino logic aimed
at improving the power dissipation and reducing consumed
area of the circuit. A comparison with previous techniques is
provided in the paper as well as simulation results obtained
using Ngspice simulator.

The paper “Single-Stage Operational Transconductance
Amplifier Design in UTBSOI Technology Based on gm/Id
Methodology” by R. U. Ahmed, E. A. Vijaykumar, and
P. Saha adopts the gm/Id methodology for designing the
single-stage Operational Transconductance Amplifier (OTA).
Simulation results, obtained with Cadence-Spectre, confirms
that UTBSOI (Ultra-Thin-Body Silicon-On-Insulator) transi-
stor in sub-micron regime (180nm) can be successfully used
to design analog circuits. It is also shown that UTBSOI-OTA
introduces some improvements in terms of DC gain and power
consumption in comparison to the CMOS-OTA realization.

The paper “Dual Output Sinusoidal Oscillator Using Se-

cond Generation Controlled Conveyor” by S. Zahiruddin, A.
Srinivasulu, and M. Sarada presents a dual-output sinusoi-
dal oscillator realized using the second generation current-
controlled conveyor (CCCII). The authors proposed a circuit
realized using commercially available CCCII and provided
results obtained using PSPICE simulator. Additionally, the
correct operation of the circuit was confirmed experimentally.

The paper “Contribution to Time and Frequency Analysis
of Irregular Sleep Snoring” by M. Rezki and A. Alimohad
gives a summary analysis of human hearing focusing on acute
snoring. The author proposed VAD (Voice Activity Detection)
technique for detecting apnea episodes in the snoring signal.

The paper “PI Regulator with Tracking Anti-Windup Based
Modified Power Balance Theory for SAPF under Unbalanced
Grid Voltage Unbalance Non Linear Loads” by K. Kamel,
Z. Laid, and B. Amar presents a modified power balance
theory for extracting the reference compensating currents to
shunt active power filter (SAPF) which is applied to illumi-
nate current harmonics and compensate reactive power under
unbalanced voltages and unbalancing non-linear loads. The
authors developed a MATLAB/Simulink model of the control
system to verify the performance of the proposed technique.
The presented simulation results imply that low percentage of
THD (Total Harmonic Distortion) can be achieved even in the
case of unbalanced grid voltage.

I thank the authors for their contribution to this issue of
the journal and to all the reviewers who participated in the
editorial process by providing valuable comments in timely
manner to the editors and the authors.
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A Novel Domino Logic with Modified Keeper in
16nm CMOS Technology

Smita Singhal, Anu Mehra, and Upendra Tripathi

Abstract—Domino logic is a clocked CMOS (Complementary
Metal-Oxide Semiconductor) logic with fewer transistors than
static CMOS logic. A PMOS (P-type Metal-Oxide Semiconduc-
tor) transistor, known as “keeper”, is included in the design
to improve the noise tolerance performance and to reduce
the leakage current. The aspect ratio i.e. W/L of the keeper
(W=width and L=length) is kept low for the correct functionality
of the domino logic. This paper proposes a domino logic with
modified keeper in order to improve the circuit with respect to
power and area as compared to various existing techniques of
domino logic i.e. clock delayed domino logic (CDD), high speed
domino logic (HSD), multi threshold high speed domino logic
(MHSD), clock delayed sleep mode domino logic (CDSMD), sleep
switch domino logic (SSDD), PMOS only sleep switch domino logic
(PSSDD), reduced delay variations domino logic (RDVD) and Foot
Driven Stack Transistor Domino Logic (FDSTDL). The proposed
as well as existing domino logics, for 8-input as well as 16-input
OR gate in 16nm CMOS technology, are simulated for different
values of W/L of keeper with W/L ratio ranging from 1 to 6.
The power-delay-product(PDP) of proposed design has improved
as compared to the existing designs. For 8-input OR gate and
W/L=6, PDP had improved to maximum of 99.99% for CDD
and minimum of 38.09% for SSDD.

Index Terms—Domino, dynamic, static power, CMOS, keeper.

Original Research Paper
DOI: 10.7251/ELSxxxxxxxx

I. Introduction

W ITH the growing trend of wireless communication and
portable computing, power dissipation has become one

of the critical factors in the development of semiconductor
industry. The number of transistors on an integrated circuit are
continously growing according to Moore’s law [1]. Examples
are latest cell phone application processors. The transistor
count has increased from 1 billion transistors in processor
A5 to 2 billions in processor A6 and then to 3 billion in
processor A6X [2]. To meet this high transistor density and
to increase the performance, CMOS (Complementary Metal-
Oxide Semiconductor) technology has to continue to scale.
Technology scaling has lead to shrinking of parameters like
supply voltage, threshold voltage, gate oxide thickness in
order to increase the performance of the circuit [3]. But this
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Fig. 1. Trends of changes in gate-length and Ioff according to ITRS 2013.

has resulted in higher power dissipation. Minimizing power
dissipation calls for conscious effort at each abstraction level
and at each phase of design process [4].

The power dissipation in a CMOS circuit comprises of
mainly two components – dynamic power and static power.
Dynamic power occurs due to the switching activities of cir-
cuits i.e. charging and discharging of load capacitances, short-
circuit current from supply voltage to ground and glitches in
the output waveforms. Static power dissipation is related to the
logical state of the circuit rather than the switching activities.
In CMOS circuits, static power dissipation occurs due to leak-
age current that flows when the inputs, and thus the outputs,
of the gate are not changing. Fig. 1 shows the changes in gate-
length and Ioff according to Intenational Technology Roadmap
For Semiconductors (ITRS) 2013. Current Ioff contributes to
static power.

Static CMOS is a logic circuit in which output is strongly
driven because it is directly connected to either to VDD or
ground (GND). Fig. 2 shows the static CMOS logic which
comprises of pull up network and pull down network. In
case of pull-up, a connection is made from VDD to out when
out = 1. In case of pull-down, a connection is made from
GND to out when out = 0. The number of gates are required
are 2N where N is the fan-in. In order to reduce the number
of gates, logics like pseudo-NMOS, where NMOS is N-type
metal-oxide semiconductor, pass transistor logic have been
implemented [5]. But these circuits have large static power

Original Research Paper
DOI: 10.7251/ELS1923041S
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Fig. 2. A static CMOS logic.

dissipation. To reduce the static power dissipation, dynamic
logic or clocked logic has been introduced. Dynamic logic
uses only pull down network consisting of NMOS transistors
to implement its logic. The block diagram of dynamic logic
is shown in Fig. 3(a). It can be seen that the number of
transistors are N+2 which is less than the static CMOS. The
main advantage of dynamic logic is that since the inputs are
connected only to NMOS transistors, the input capacitance
is less and thus dynamic logic operates faster than their
static counterparts [6]. In dynamic logic, clock is distributed
throughout and can lead to erroneous values in case of different
timings of the clock in different parts of logic. If several stages
of CMOS dynamic logic are cascaded using a single clock, a
race condition can occur [7]. This can be solved with the help
of domino logic which has an extra CMOS inverter at the
output node as shown in Fig. 3(b).

Domino CMOS logic is used in variety of applications
due to their high speed and low transistor count. But, due to
leakage current and charge sharing, this logic has low noise
immunity as compared to complementary CMOS logic [8].
Thus a PMOS (P-type Metal-Oxide Semiconductor) keeper is
added in domino logic to compensate for the leakage current as
shown in Fig. 4. But, the PMOS keeper has the disadvantage
for degrading the performance of the device and contention
currrent as explained in Section II.

Many logic techniques have been proposed earlier to im-
prove the domino circuits in terms of performance, delay and
area of the circuit.

Fig. 3. Block diagrams of dynamic and domino logic.

For a given technology and gate topology, the product
of power consumption and propagation delay is generally
constant [5]. This product i.e. power-delay-product (PDP) is
often used as a quality measure for a switching device. This
paper also uses PDP as the metric to compare domino logic
designs and to find the one that is fast and consume little
energy.

A. Contribution

In this paper, a domino logic with modified keeper is pro-
posed to improve the power dissipation and area of the circuit.
The proposed design is compared with previous techniques
of domino logic for six different values of aspect ratio of
the keeper i.e W/L=1 to W/L=6. The design is improved as
compared to existing designs for all the values of aspect ratio.
The static power dissipation of the proposed design is reduced
with respect to the previous techniques. For an 8-input OR gate
and W/L=6, static power has reduced to 99.99% as compared
to CDD and to 8.99% as compared to FDSTDL. The area of
the circuit is also reduced making the design suitable for low
power applications.

B. Organization of paper

Section II describes the functionality of domino logic and
existing techniques of domino logic. Section III describes the
proposed domino logic technique while Section IV discusses
the results of the simulations performed on existing and
proposed domino logic. Section V concludes the results of
the proposed technique.

II. Literature Review

A. Domino Logic

Fig. 4 shows an 8-input OR-gate standard domino logic
module. It consists of a clocked PMOS device mp1, pull down
network consisting of only NMOS transistors, clocked NMOS
device mn1 and a static inverter producing non-inverting
output, out [5]. A PMOS transistor mp2 known as keeper is
added to improve noise margins and to hold the value of output
node X to high state during evaluation phase. The pull down
network is built exactly as that in complementary CMOS.
The domino module works in two phases – precharge and
evaluation. Signal clock controls the mode of operation of
domino as shown below:

clock =


0, precharge phase
1, evaluation phase

(1)

During precharge phase domino node X is charged to VDD
by PMOS transistor mp1. The clocked NMOS transistor mn1
is off during this phase. Since the value of out becomes ’0’,
keeper transistor mp2 turns on which charges the value of node
X to VDD.

During evaluation phase, transistor mp1 is off while mn1 is
in on state. If the input values i1-i8 are such that pull down
network conducts, then node X discharges to ’0’. This will
make the value of out to ’1’ and thus keeper turns off. If pull
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Fig. 4. Standard Domino Logic.

down network is non-conducting then node X will retain the
value of VDD with the help of keeper transistor.

During the beginning of evaluation, keeper is on charging
the node X to VDD. If the input values makes pull down
network in conducting state then node X discharges. This
condition is called contention where one device tries to charge
the node while other device tries to discharge it. In this case,
there will be a direct path from VDD to ground, thus, the
circuit will suffer from large power dissipation. The size of
the keeper is thus reduced to lower the contention current
and to increase the evaluation speed [9]. But, lowering the
size of the keeper will reduce the noise margin of the ciruit.
Many techniques have been proposed in order to eliminate this
speed-noise margin trade-off and thus to reduce the contention
current.

B. Existing domino logic techniques

Wide fan-in domino logics are used in VLSI circuits and
high performance microprocessors. A small PMOS keeper is
required in domino logic to maintain the robustness of the
circuit. If the number of inputs of domino logic increases,
a large sized PMOS keeper is required. But, this in turn
increases the contention current between PMOS keeper and
NMOS pull down network, which degrades the performance of
the circuit and increases the dynamic power loss. To eliminate
this problem, a clock delayed domino logic (CDD) with keeper
circuit is presented in [10]. Fig. 5 shows the concept of CDD,
where mp1 is the clock gated PMOS transistor and mp2 is the
keeper. Although this concept eliminates the contention current
between PMOS keeper and NMOS pull down network [11],
it has more power dissipation and area due to the additional
nand gate.

In order to solve the trade-off between performance and
noise-margin, a high speed domino logic (HSD) has been
developed in [9] as shown in Fig. 6. In this technique, output
signal out is connected to the keeper mp2 via NMOS transistor
mn1 and PMOS transistor mp3. The gates of mn1 and mp3 are
connected to delayed clock signal. This design reduces 60% of
energy consumption as compared to standard domino logic [9].

A multi-Vth implementation of high-speed domino logic
named here as MHSD was presented to reduce the power
loss [9]. Its design is similar to that of HSD except that the
source of keeper mp2 is connected to signal sleep instead of

Fig. 5. Clock Delayed Domino Logic (CDD) [10].

Fig. 6. High-Speed Domino Logic (HSD) [9].

VDD. The signal sleep is ’0’ for active mode while it is ’1’
for standby mode of operation. Fig. 7 shows the circuit for
MHSD logic where high Vth transistors are represented with
a thick line in the channel region.

In order to further reduce the power dissipation, [11] have
developed another domino logic named clock delayed sleep
mode (CDSMD) domino logic. Fig. 8 shows the CDSMD logic
which use sleep mode control circuitry and an odd number of
inverters for the delayed clock. In CDSMD sleep signal is
provided at the gate of transistors mn2, mp4 and mn5.

The circuit shown in Fig. 9 is proposed in [12] for reduc-
ing the subthreshold leakage of domino logic circuits. This

Fig. 7. Multi-Vth High Speed Domino Logic (MHSD) [9].
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Fig. 8. Clock Delayed Sleep Mode Domino Logic (CDSMD) [11].

Fig. 9. Sleep Switch Dual-Vth Domino logic (SSDD) [12].

technique i.e sleep switch dual domino (SSDD), uses sleep
switches and a dual threshold voltage in order to place an
idle domino logic circuit into a low-leakage state. In Fig. 9
high Vth transistors mp1, mp2, mn2 and mn3 are represented
with a thick line in the channel region. Another technique
PMOS only sleep switch dual-domino (PSSDD) as shown in
Fig. 10 uses PMOS only sleep switch transistors i.e. mp4,
mp5 and mp7 to further reduce the leakage current in domino
logic circuits [13]. In [14], work has been done to reduce
the delay variation of the circuit which occur due to the
feedback loop from output to input. Fig. 11 shows the circuit
for reduced delay variations domino logic (RDVD). It uses
a stack of PMOS transistors mp2 and mp3 as a modified
keeper. Fig. 12 shows the configuration of Foot Driven Stack
Transistor Domino Logic (FDSTDL). This circuit uses stack of
NMOS transistors mn2 and mn3 to reduce the leakage current
of the circuit.

In all the above designs, keeper is turned off during
precharge phase in order to eliminate the contention current.
During evaluation phase two condition exixts - pull down net-
work is conducting or pull down network is non-conducting.
If pull down network conducts, keeper is off. If pull down
network is non-conducting, keeper is turned on and domino
node X will maintain the value of VDD with the help of
keeper. Domino logic using CDD, HSD and CDSM have
used single threshold voltage while Designs using MHSD,

Fig. 10. PMOS Only Sleep Switch Dual-Vth Domino Logic (PSSDD) [13].

Fig. 11. Domino Logic with Reduced Delay Variations (RDVD) [14].

SSDD and PSSDD are dual threshold voltage designs. MHSD,
SSDD, PSSDD and CDSM domino logic uses sleep mode
control circuit which increases the area of the circuit and thus
increases the power dissipation.

III. Proposed Domino Logic withModified Keeper

Fig. 13 shows the the proposed domino logic with modified
keeper circuit. The keeper consists of an NMOS transistor mn2
which is connected in series to PMOS transistor mp2. The
gate of mn2 is connected to the clock while gate of mp2 is
connected to the output terminal i.e. out. During the precharge
phase (clock=’0’), mp1 is on, which charges domino node X.
Since transistor mn2 is off, keeper is off at the beginning of
evaluation. This will eliminate the contention current.

During evaluation phase (clock=’1’), if pull down network
conducts, node X will get discharged through mn1. In this
case, since out is ’1’, mp2 is off and thus keeper is off. If pull
down network is non-conducting then, out is ’0’, mp2 is on
while since clock is ’1’ mn2 is also on. Due to the presence
of NMOS transistor in the keeper, node X will be retained to
VDD-Vth. But, since the domino node X is connected to the

Fig. 12. Foot Driven Stack Transistor Domino Logic (FDSTDL) [15].
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Fig. 13. Proposed domino logic.

input of the CMOS inverter, which is a noise robust device,
the output of the domino logic will not be effected.

The proposed circuit is similar to standard domino logic
except an addition of NMOS transistor in the modified keeper.
This NMOS transitor is used in the proposed design to keep the
keeper off at the beginning of evaluation and thus to eliminate
the contention current and to reduce the power dissipation.
The proposed design uses single threshold voltage without any
sleep signal which reduces the area as compared to above
mentioned designs.

Fig. 14 shows the output waveforms of the proposed domino
logic. Here, v(vclk) is the voltage of input clock, v(v1) is input
i1, v(vx) is the domino node X and v(vout) is the voltage of
terminal out. The values of remaining inputs i2-i8 is ’0’ and
are not shown in the waveforms. The inputs (clock and i1)
are taken such that to present the dynamic and static behavior
of the proposed design. The rise time, fall time and delay
of the input i1 is 7.77×10−10 s, 7.77×10−10 s and 1×10−9 s
respectively. The rise time, fall time and delay of output out
is 4.35×10−9 s, 4.12×10−9 s and 3.65×10−9 s respectively.

IV. Results and Discussion
The Ngspice circuit simulator is used for simulating

purpose. The 16nm PTM (predictive technology model)
(level=54, version=4.0),is used to simulate the proposed tech-
nique as well as existing techniques of domino logic. The
threshold voltages used during the simulation are mentioned
in Table I. The supply voltage for all the designs is 0.9V. The
width of PMOS transistor is 250nm while the width of NMOS
transistors is 100nm. The width of the keeper transistor is kept
at a lower value than that of width of NMOS transitors used
in the design. The aspect ratio i.e. W/L of keeper is lowered
from 6 to 1. The maximum width of keeper is 96nm while the
minimum width is 16nm. The 8-input and 16-input OR gates
has been chosen as the verifying circuits, because domino logic
is usually used for wide fan-in OR gates. Every domino logic
circuit is simulated to find dynamic power dissipation, static
power dissipation, propagation delay and PDP for each value
of W/L of keeper.

A. Results for 8-bit OR gate

Table II shows the dynamic power dissipation for various
domino logic techniques. Fig. 15 shows the graphical repre-
sentation of the dynamic power for the proposed and existing

TABLE I
Values of Vth used during simulation

NMOS PMOS
Single Vth Designs 0.68V -0.68V
Dual Vth Designs 0.68V, 0.48V -0.68V, -0.43V

domino logic techniques. Table III shows the percentage
comparison of dynamic power of proposed technique with
respect to existing techniques. Positive percentage in Table III
means that the existing technique has more dynamic power
dissipation than the proposed technique. A negative percentage
means that the existing technique have less dynamic power
dissipation than the proposed technique. The dynamic power
of the proposed technique is reduced significantly as compared
to CDD, HSD and MHSD logics. There is a small increase
in dynamic power in proposed technique as compared to
CDSMD, SSDD, PSSDD and RDVD and FDSTDL logics. It
is increased to a maximum of 8.00% as compared to CDSMD
for W/L=6. It is also observed that dynamic power dissipation
for a domino logic is almost constant for different W/L ratio
of the keeper transistor.

Table IV shows the average static power dissipation for
various domino logic techniques. Fig. 16 shows the graphical
representation of the static power for the proposed and existing
domino logic techniques. Table V shows the percentage com-
parison of static power of proposed technique with respect
to existing techniques. The static power dissipation of the
proposed technique is reduced as compared to the existing
domino logic techniques. For W/L=6, the static power is
reduced to 99.99% as compared to CDD while to 8.99% as
compared to FDSTDL. For W/L=1, the static power is reduced
to 99.99% as compared to CDD while to -22.69% as compared
to RDVD.

Table VI shows the propagation delay for various domino
logic techniques. Fig. 17 shows the graphical representation
of the delay for the proposed and existing domino logic tech-
niques. Table VII shows the percentage comparison of delay
of proposed technique with respect to existing techniques.
For W/L=6, the delay of the proposed technique is reduced
by 38.11% as compared to FDSTDL and it is increased to
23.38% as compared to SSDD. The delay of the proposed
technique is increased as compared to the MHSD, SSDD and
PSSDD techniques. This is because these techniques are dual
threshold voltage techniques and thus have better performance
than the proposed technique. The delay of proposed technique
is reduced as compared to the rest of the techniques.

Table IX shows the PDP for various domino logic tech-
niques. Fig. 18 shows the graphical representation of ppd
for the proposed and existing domino logic techniques. Table
X shows the percentage comparison of PDP of proposed
technique with respect to existing techniques. It can be seen
that PDP of the proposed technique is least as compared to the
other techniques. For W/L=6, PDP is reduced to 99.99% as
compared to CDD while it is reduced to 38.09% as compared
to SSDD. PDP values of RDVD and FDSTDL are very close
to the PDP values of proposed technique. Fig. 19 shows the
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Fig. 14. Output waveforms of proposed domino logic for i2-i8=’0’.

TABLE II
Dynamic Power (watts) of various domino logic techniques for 8-bit OR gate

Dyn. Power CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
W/L=6 2.78×10−14 1.34×10−15 1.29×10−15 8.25×10−16 8.85×10−16 9.09×10−16 9.12×10−16 5.15×10−16 8.91×10−16

W/L=5 2.78×10−14 1.04×10−15 1.23×10−15 8.25×10−16 8.76×10−16 9.08×10−16 8.86×10−16 3.94×10−16 8.81×10−16

W/L=4 2.78×10−14 9.50×10−16 1.17×10−15 8.25×10−16 8.67×10−16 9.06×10−16 8.67×10−16 3.61×10−16 8.69×10−16

W/L=3 2.78×10−14 9.04×10−16 1.10×10−15 8.25×10−16 8.58×10−16 9.05×10−16 8.52×10−16 3.47×10−16 8.57×10−16

W/L=2 2.78×10−14 8.70×10−16 1.01×10−15 8.25×10−16 8.50×10−16 9.04×10−16 8.39×10−16 3.37×10−16 8.43×10−16

W/L=1 2.78×10−14 8.54×10−16 9.67×10−16 8.24×10−16 8.45×10−16 9.04×10−16 8.27×10−16 3.33×10−16 8.31×10−16

TABLE III
Percentage comparison of Dynamic Power for 8-bit OR gate w.r.t. Proposed Technique

Dynamic Power CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL
W/L=6 96.79% 33.51% 30.93% -8.00% -0.68% 1.98% 2.30% -73.01%
W/L=5 96.83% 15.29% 28.37% -6.79% -0.57% 2.97% 0.56% -123.60%
W/L=4 96.87% 8.53% 25.73% -5.33% -0.23% 4.08% -0.23% -140.72%
W/L=3 96.92% 5.20% 22.09% -3.88% 0.12% 5.30% -0.59% -146.97%
W/L=2 96.97% 3.10% 16.53% -2.18% 0.82% 6.75% -0.48% -140.15%
W/L=1 97.01% 2.69% 14.06% -0.85% 1.66% 8.08% -0.48% -149.55%

TABLE IV
Static Power(watts) of various domino logic techniques for 8-bit OR gate

Static Power CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
W/L=6 8.55×10−6 8.41×10−9 5.33×10−9 1.04×10−9 1.44×10−9 3.99×10−9 1.19×10−9 7.96×10−10 7.24×10−10

W/L=5 8.55×10−6 6.89×10−9 5.28×10−9 1.05×10−9 1.44×10−9 3.99×10−9 8.79×10−10 7.81×10−10 7.10×10−10

W/L=4 8.55×10−6 5.42×10−9 5.27×10−9 1.05×10−9 1.44×10−9 3.99×10−9 7.96×10−10 7.66×10−10 6.97×10−10

W/L=3 8.55×10−6 4.05×10−9 5.25×10−9 1.06×10−9 1.43×10−9 3.99×10−9 7.11×10−10 7.52×10−10 6.76×10−10

W/L=2 8.55×10−6 2.77×10−9 5.29×10−9 1.05×10−9 1.43×10−9 3.99×10−9 6.27×10−10 7.36×10−10 6.75×10−10

W/L=1 8.55×10−6 2.15×10−9 5.28×10−9 1.06×10−9 1.43×10−9 3.98×10−9 5.42×10−10 7.22×10−10 6.65×10−10
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TABLE V
Percentage comparison of Static Power for 8-bit OR gate w.r.t. Proposed Technique

Static Power CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL
W/L=6 99.99% 91.39% 86.40% 30.48% 49.72% 81.85% 39.08% 8.99%
W/L=5 99.99% 89.70% 86.55% 32.12% 50.69% 82.18% 19.23% 9.09%
W/L=4 99.99% 87.14% 86.76% 33.65% 51.43% 82.51% 12.38% 8.95%
W/L=3 99.99% 83.31% 87.12% 35.92% 52.73% 83.04% 4.92% 10.05%
W/L=2 99.99% 75.63% 87.23% 35.90% 52.80% 83.06% -7.74% 8.29%
W/L=1 99.99% 69.07% 87.41% 37.12% 53.50% 83.29% -22.69% 7.89%

TABLE VI
Delay(s) of various domino logic techniques for 8-bit OR gate

Delay CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
W/L=6 4.76×10−9 7.41×10−9 3.84×10−9 5.80×10−9 3.78×10−9 4.27×10−9 4.84×10−9 7.53×10−9 4.66×10−9

W/L=5 4.49×10−9 5.40×10−9 3.81×10−9 5.80×10−9 3.75×10−9 4.26×10−9 4.68×10−9 5.40×10−9 4.59×10−9

W/L=4 4.43×10−9 4.84×10−9 3.79×10−9 5.79×10−9 3.71×10−9 4.25×10−9 4.57×10−9 4.83×10−9 4.53×10−9

W/L=3 4.39×10−9 4.60×10−9 3.75×10−9 5.79×10−9 3.68×10−9 4.24×10−9 4.48×10−9 4.60×10−9 4.46×10−9

W/L=2 4.36×10−9 4.45×10−9 3.70×10−9 5.79×10−9 3.64×10−9 4.23×10−9 4.40×10−9 4.45×10−9 4.39×10−9

W/L=1 4.34×10−9 4.38×10−9 3.67×10−9 5.79×10−9 3.62×10−9 4.23×10−9 4.33×10−9 4.38×10−9 4.33×10−9

TABLE VII
Percentage comparison of Delay for 8-bit OR gate w.r.t. Proposed Technique

Delay CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL
W/L=6 2.10% 37.11% -21.35% 19.66% -23.28% -9.13% 3.72% 38.11%
W/L=5 -2.23% 15.00% -20.47% 20.86% -22.40% -7.75% 1.92% 15.00%
W/L=4 -2.26% 6.40% -19.53% 21.76% -22.10% -6.59% 0.88% 6.21%
W/L=3 -1.59% 3.04% -18.93% 22.97% -21.20% -5.19% 0.45% 3.04%
W/L=2 -0.69% 1.35% -18.65% 24.18% -20.60% -3.78% 0.23% 1.35%
W/L=1 0.23% 1.14% -17.98% 25.22% -19.61% -2.36% 0.00% 1.14%

Fig. 15. Dynamic Power of various domino logic techniques for 8-bit OR
gate.

Fig. 16. Static Power of various domino logic techniques for 8-bit OR gate.

Fig. 17. Delay of various domino logic techniques for 8-bit OR gate.

comparison of PDP values RDVD, FDSTDL and proposed
domino logic techniques.

Table XI shows the total number of transistors per domino
logic module. The no. of transistors in the pull down network
are not considered. There are six transistors in the proposed
design which is minimum as compared to the existing tech-
niques.

Rise time, fall time, delay, minimum output level (Min O/P)
and maximum output level (Max O/P) of various domino logic
techniques are shown in table VIII. The minimum input level
is 0 V and maximum input level is 0.9 V. The parameter delay
is the delay time from t = 0ns. All the parameters in Table VIII
are for W/L = 6.
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TABLE VIII
Parameters of output waveform for various domino logic circuit for 8-bit OR gate

Parameter CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
Rise Time (s) 3.74×10−9 4.21×10−9 1.59×10−9 3.74×10−9 1.52×10−9 6.03×10−9 3.82×10−9 4.04×10−9 4.35×10−9

Fall Time (s) 4.12×10−9 4.12×10−9 4.12×10−9 9.52×10−9 4.12×10−9 2.11×10−9 4.12×10−9 4.13×10−9 4.12×10−9

Delay (s) 3.95×10−9 3.99×10−9 3.28×10−9 3.65×10−9 3.24×10−9 3.23×10−9 3.76×10−9 4.01×10−9 3.65×10−9

Min O/P (V) -1.25×10−4 1.58×10−6 1.32×10−4 -9.55×10−5 1.71×10−4 7.49×10−5 -1.43×10−4 -1.77×10−4 -8.77×10−5

Max O/P (V) 0.9 0.9 0.9 0.9 0.89 0.9 0.9 0.9 0.9

TABLE IX
PDP(watts-s) of various domino logic techniques for 8-bit OR gate

PDP CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
W/L=6 4.07×10−14 6.23×10−17 2.04×10−17 6.04×10−18 5.44×10−18 1.70×10−17 5.75×10−18 5.99×10−18 3.37×10−18

W/L=5 3.89×10−14 3.72×10−17 2.01×10−17 6.07×10−18 5.40×10−18 1.70×10−17 4.11×10−18 4.22×10−18 3.26×10−18

W/L=4 3.79×10−14 2.62×10−17 1.99×10−17 6.08×10−18 5.32×10−18 1.69×10−17 3.63×10−18 3.69×10−18 3.16×10−18

W/L=3 3.75×10−14 1.86×10−17 1.97×10−17 6.11×10−18 5.26×10−18 1.69×10−17 3.18×10−18 3.46×10−18 3.01×10−18

W/L=2 3.73×10−14 1.23×10−17 1.95×10−17 6.10×10−18 5.20×10−18 1.68×10−17 2.75×10−18 3.27×10−18 2.96×10−18

W/L=1 3.71×10−14 9.42×10−18 1.94×10−17 6.12×10−18 5.18×10−18 1.68×10−17 2.35×10−18 3.16×10−18 2.88×10−18

TABLE X
Percentage comparison of PDP for 8-bit OR gate w.r.t. Proposed Technique

PDP CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL
W/L=6 99.99% 94.59% 83.52% 44.21% 38.09% 80.22% 41.42% 43.74%
W/L=5 99.99% 91.24% 83.79% 46.26% 39.63% 80.80% 20.75% 22.70%
W/L=4 99.99% 87.95% 84.16% 48.05% 40.64% 81.34% 13.08% 14.53%
W/L=3 99.99% 83.84% 84.71% 50.72% 42.80% 82.19% 5.50% 12.93%
W/L=2 99.99% 75.99% 84.86% 51.45% 43.13% 82.44% -7.38% 9.62%
W/L=1 99.99% 69.52% 85.19% 53.13% 44.56% 82.95% -22.29% 9.25%

TABLE XI
No. of transistors per domino logic module for various techniques

CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed
12 10 12 11 6 11 6 7 6

Fig. 18. Power-Delay-Product(PDP) of various domino logic techniques for
8-bit OR gate.

B. Results for 16 bit OR gate

Simulation have been carried out for existing and proposed
techniques for 16 bit OR gate. Table XII shows the results
for PDP values for 16-bit OR gate. Table XIII shows the
comparsion of proposed techniques with respect to the ex-
isting techniques. For W/L=6, PDP is reduced to 99.99% as
compared to CDD while it is reduced to 33.46% as compared
to CDSMD.

Fig. 19. Power-Delay-Product(PDP) of RDVD, FDSTDL and Proposed
technique for 8-bit OR gate.

C. Monte Carlo Simulation and Noise Analysis

An unavoidable process variations may occur during the
integrated circuit fabrication, which may impact the static
and dynamic characteristics of the circuit. In Monte Carlo
analysis, various parameters are selected at random so as to
check the performance of the circuit during variations. Various
parameters varied for MOS transistors during Monte Carlo
simulation are threshold voltage, mobility, oxide thickness,
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TABLE XII
PDP(watts-s) of various domino logic techniques for 16-bit OR gate

PDP CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL Proposed

W/L=6 4.15×10−14 6.31×10−17 3.03×10−17 4.15×10−18 5.49×10−18 1.68×10−17 4.81×10−18 6.19×10−18 2.76×10−18

W/L=5 3.87×10−14 3.74×10−17 3.01×10−17 4.17×10−18 5.42×10−18 1.67×10−17 4.25×10−18 4.38×10−18 2.62×10−18

W/L=4 3.82×10−14 2.65×10−17 3.01×10−17 4.19×10−18 5.38×10−18 1.66×10−17 3.76×10−18 3.83×10−18 2.49×10−18

W/L=3 3.80×10−14 1.89×10−17 3.04×10−17 4.21×10−18 5.34×10−18 1.66×10−17 3.31×10−18 3.58×10−18 2.35×10−18

W/L=2 3.76×10−14 1.25×10−17 3.10×10−17 4.23×10−18 5.28×10−18 1.65×10−17 2.88×10−18 3.40×10−18 2.23×10−18

W/L=1 3.75×10−14 9.61×10−18 3.18×10−17 4.25×10−18 5.25×10−18 1.65×10−17 2.46×10−18 3.29×10−18 2.11×10−18

TABLE XIII
Percentage comparison of PDP w.r.t. Proposed Technique for 16-bit OR gate

PDP CDD HSD MHSD CDSMD SSDD PSSDD RDVD FDSTDL

W/L=6 99.99% 95.63% 90.88% 33.46% 49.69% 83.53% 42.61% 55.44%
W/L=5 99.99% 92.99% 91.30% 37.19% 51.70% 84.28% 38.38% 40.13%
W/L=4 99.99% 90.62% 91.74% 40.63% 53.73% 85.02% 33.80% 34.95%
W/L=3 99.99% 87.58% 92.27% 44.21% 55.98% 85.83% 28.92% 34.35%
W/L=2 99.99% 82.23% 92.81% 47.27% 57.77% 86.52% 22.55% 34.35%
W/L=1 99.99% 78.05% 93.36% 50.45% 59.82% 87.24% 14.28% 35.81%

TABLE XIV
Results forMonte Carlo Analysis for Proposed Circuit

Parameters 8-bit OR gate 16-bit OR gate
Mean (µ)(nW) 0.538 0.533

Standard Deviation (σ)(nW) 0.274 0.330
Variability (σ/µ) 0.510 0.561

width and length. Generated random values for most of
the parameters are nominal value plus variation drawn from
Gaussian distribution with mean 0 and standard deviation 0.1
(relative to nominal), divided by sigma 3.

Fig. 20 shows the transient output for 50 runs of simulation
for 8-bit OR gate and 16-bit OR gate. For the proposed domino
logic the worst case is chosen with 0.9VDD and 130◦C and best
case is chosen with 1.1VDD at -30◦C. Table XIV shows the
results of monte carlo simulation for the proposed circuit. It
can be seen that proposed circuit have lower variability and
standard deviation. Thus the proposed circuit is reliable and
robust.

The proposed design is suitable for low power applications
with low power dissipation, low area and a little loss in
performance. In order to perform the noise analysis, Unity
Noise Gain (UNG) [15] is calculated. UNG is the amount of
DC noise at all inputs that result in the same amount of noise
at the output node [16]. Table XV shows the UNG of various
domino logic techniques. A higher value of UNG shows better
noise immunity.

Table XVI shows the comparison of the results (in per-
centages) showing the advantages and disadvantages of the
proposed technique in relation to each of the existing ones.
Here, the percentage shows the increase in performance of
the proposed technique and is calulated using equation below:

Increase in Per f ormance(%) =
PARAMexisting − PARAMproposed

PARAMproposed
· 100%

(2)

where, PARAMexisting is the parameter of the existing tech-
nique and PARAMproposed is the parameter of the proposed

TABLE XV
Unity Noise Gain for various domino logic techniques for 16-bit or gate

Technique Unity Noise Gain (Volts)

CDD 0.705
HSD 0.761

MHSD 0.456
CDSMD 0.645

SSDD 0.349
PSSDD 0.340
RDVD 0.675

FDSTDL 0.755
Proposed 0.510

technique. In table XVI parameter Pdyn is the dynamic power,
Pstat is the static power, Delay is the propagation delay, Trise
is the rise time and Tfall is the fall time for 8-bit OR gate for
W/L=6.

Below is the list which gives the summary of various
techniques for domino logic.

• CDD: Low power dissipation. Large area due to nand
gate.

• HSD: Reduces the tradeoff between performance and
noise margin.

• MHSD: Dual threshold voltages are used in the design
to reduce the leakage as well as delay.

• CDSMD: Sleep mode control circuitry is used thus, area
is increased. High noise immunity.

• SSDD: Sleep switches as well as dual threshld voltages
are used. More power, area and delay efficient. Low noise
immunity.

• PSSDD: PMOS sleep transistors and a dual-threshold
voltage CMOS technology are used to place an idle
domino logic circuit into a low leakage state. Low noise
immunity.

• RDVD: A modified keeper with a stack of two PMOS
transistors are used. Less area with improved perfor-
mance.

• FDSTDL: A stack of two NMOS transistors are used for
reducing leakage. High noise immunity.
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Fig. 20. Output of the Proposed Domino Logic during Monte Carlo Simulation.

TABLE XVI
Comparison of proposed technique with other techniques in percentages

Percentage(%) Pdyn Pstat Delay Trise Tfall PDP Area UNG

CDD 302009 118180117 215 -14 0 120770480 100 38
HSD 5039 106171 5901 -3 0 174810 67 49

MHSD 4478 63549 -1760 -63 0 50676 100 -10
CDSMD 741 4385 2446 -14 131 7924 83 26

SSDD -67 9889 -1888 -65 0 6152 0 -31
PSSDD 202 45110 -837 38 -49 40556 83 33
RDVD 236 6415 386 -12 0 7069 0 32

FDSTDL -4220 987 6159 -7 0 6931 17 48

Fig. 21. Noise Analysis of Proposed technique for 16-bit OR gate.

• Proposed: A stack of one PMOS and one NMOS tran-
sistor is used as a modified keeper. Low leakage current.

V. Conclusion

The low power circuit has the feature of low power but with
reduced speed. The proposed domino logic is best suited for
low power applications without any area overhead. Proposed
domino logic with modified keeper consists of NMOS and
PMOS transistor in series. The gate of the NMOS transistor
is connected to the clock while the gate of PMOS transistor is

connected to the output terminal. This configuration will elim-
inate the contention current and reduces the power dissipation
of the circuit. The PDP is improved as compared to clock
delayed domino logic (CDD), high speed domino logic (HSD),
multi threshold high speed domino logic (MHSD), clock
delayed sleep mode domino logic (CDSMD), sleep switch
domino logic (SSDD), PMOS only sleep switch domino logic
(PSSDD), reduced delay variations domino logic (RDVD)
and Foot Driven Stack Transistor Domino Logic (FDSTDL).
Results have been calculated for different values of the W/L
of keeper in order to check the behavior of the designs for
lower widths of the keeper. For all values of W/L ranging for
1 to 6, the proposed design shows significant improvement in
PDP. Thus, the proposed domino logic in an improved design
with lesser area as compared to previous existing designs.
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Single-Stage Operational Transconductance
Amplifier Design in UTBSOI Technology Based on

gm/Id Methodology
Rekib Uddin Ahmed, Eklare Akshay Vijaykumar, and Prabir Saha

Abstract—The downscaling of complementary metal-oxide-
semiconductor (CMOS) technology is approaching its limits
imposed by short-channel effects (SCE), thereby multi-gate
MOSFETs have been proposed to extend the scalability. Ultra-
thin-body silicon-on-insulator (UTBSOI) transistor is one of the
dual-gated devices which offers better immunity towards SCEs.
In this paper, two designs have been proposed for single-stage
operational transconductance amplifiers (OTA) using the CMOS
and UTBSOI. The CMOS based OTA (CMOS-OTA) has been
designed where sizing (W/L) of the constituting MOSFETs have
been evaluated through gm/Id methodology and the same OTA
topology has been simulated using UTBSOI (UTBSOI-OTA)
considering the same W/L. The DC simulation is carried out over
the BSIM3v3 model to store the operating point parameters in
the form of graphical models. The mathematical expressions for
performance specifications have been applied over the graphical
models to evaluate the required W/L. Individual comparisons
between the two proposed designs have also been carried out for
further applications. Based on simulation results at the schematic
level, the UTBSOI-OTA has higher DC gain of ≈ 33.26% and
lesser power consumption of ≈ 2.81% over the CMOS-OTA.
Moreover, comparative analysis of performance parameters like
DC gain and common-mode rejection ratio (CMRR), have been
compared with the best-reported paper so far. In addition to
this, the UTBSOI-OTA has been applied to practical integrator
circuits for further verification.

Index Terms—BSIM-IMG, gm/Id methodology, single-stage
OTA, UTBSOI.
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I. INTRODUCTION

THE demand for analog integrated circuit (IC) design
will never diminish since the input signals fed to the

transducers of any systems are analog in nature. CMOS analog
design is a skill that develops upon experiences and intuition
as there exists no specific set of rules which can be followed
to design some analog blocks like OTA. In OTAs, the W/L
of constituting MOSFETs moderately depend upon its perfor-
mance parameters like DC gain, unity-gain bandwidth (UGB),
slew rate (SR), input common-mode range (ViCMR), common-
mode rejection ratio (CMRR), and power. Conventional sizing
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Fig. 1. Schematics showing 3-D view of the UTBSOI transistor.

procedure [1] calculated the W/L using the square-law model
which was a tedious hand calculation design approach. On
the other hand, more accurate and complex models [2] have
been incorporated in the modern simulators. There exists
a huge discrepancy between square-law and the models in
simulators which prevents the possibility to meet the desired
performance of the circuit. Though many advanced topologies
for the single-stage OTA [3]–[10] have been reported so far
but their sizing (W/L) procedure has not been discussed. In
brief, although the circuit analysis for the OTAs is available, an
elaborate description of the sizing procedure is lacking in the
literature. The transconductance-to-drain current ratio (gm/Id)
methodology [11] is an effective sizing procedure which can
be applied to design any analog circuits.

Moreover, the process variation parameters of the non-
classical MOSFETs have become a major cause in degrading
the performance of such analog circuits. The short-channel
effects (SCE) are becoming prone as the device dimension is
scaled down to the nanoscale regime [12], [13]. Thus, a large
abnormality is observed in the circuits produced by the present
manufacturing process. Thereby, multi-gate MOSFETs like
double-gate MOSFET, FinFET, and ultra-thin-body silicon-
on-insulator (UTBSOI) have been proposed to overcome the
limitations of SCEs [13]. The UTBSOI MOSFET as shown
in Fig. 1 is a dual gated transistor has better scalability
and superior controllability of gates over the shorter chan-
nel region. The superior gate controllability increases the
transconductance, results in higher current drivability which
in turn enhances the device speed. The UTBSOI also offers
the flexibility of multiple threshold voltage control through
its back-gate bias [14]. In low-power and high performance
systems, the MOSFETs with different threshold voltages are
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Fig. 2. Design of single-stage OTA using (a) CMOS, (b) UTBSOI.

required in the same circuit. The multiple threshold voltages
in classical MOSFETs were achieved through using different
channel doping concentrations. Whereas, in the UTBSOI, the
same can be achieved by the use of back-gate bias instead of
channel doping [15]. To utilize the benefits of UTBSOI, an
accurate and fast computation model for device is required.
BSIM-IMG [16] is the industry standard model for the UTB-
SOI which have been validated with the hardware silicon
based data from multiple technologies. However, the layout
of UTBSOI is not possible till date due to the non-availability
of the process-design kit in present simulators like Cadence-
spectre [17].

In this paper, the gm/Id methodology has been adopted
to design the single-stage OTA as shown in Fig. 2(a). This
methodology considers intrinsic-gain (gm/gds) versus gm/Id
and normalized drain current (Id/W ) versus gm/Id graphs
as the fundamental design tools to precisely calculate tran-
sistor’s W/L [18], [19]. The relationship between gm/gds,
Id/W and gm/Id are obtained by solving the mathematical
expressions of performance parameters. The presented work
in this paper improves the OTA designed in [19] with new set
of specifications especially in terms of DC gain, PM, UGB,
and CMRR. In addition to this, the UTBSOI- OTA [Fig. 2(b)]
has been simulated at schematic level by utilizing the BSIM-
IMG model. The design process has been performed in two
phases: 1) The operating points parameters of both n- and p-
type MOSFETs (BSIM3v3) obtained through DC simulation
in spectre are stored in the form of a database, 2) This database
corresponds to distinct parameters like drain current (Id),
gm/gds, Id/W with respect to gm/Id and have been used
in MATLAB in the form of graphical models [Fig. 3−5]
to calculate the W/L. The OTAs are simulated in Cadence-
spectre using the generic process design kit (gpdk) 180-nm
technology to extract the performance parameters. The use
of UTBSOI in OTA has resulted improvements in terms of
higher DC gain by ≈ 33.26% and reduced power consumption
by ≈ 2.81% over that of CMOS-OTA.

II. PROPOSED DESIGN PROCEDURE

A single-stage five transistor OTA has got many uses
in complex, analog, and mixed-signal systems. Despite its
simplicity, the OTA has the frequency response in a desired

TABLE I
DESIRED SINGLE-STAGE OTA SPECIFICATIONS

Specifications Value
Technology 180 nm
Supply voltage 1.8 V
UGB 20 MHz
Open-loop DC gain (Avdc) 40 dB
PM 90◦
CMRR 90 dB
SR 20 V/µs
ViCM,min −0.1 V
ViCM,max 0.8 V
Reference current (Iref ) 20 µA
Load capacitor 5 pF

limit. The transfer function of the OTA is expressed in terms
of the operating point parameters as [21], [22]

Av(s) =
gm1,2Ro

1 + sCLRo
(1)

where gm1,2 is transconductance of the input pair (M1,2), CL

is the load capacitance, and Ro =1/(gds3 + gds4) is the output
resistance. The OTA has only one left-half plane (LHP) pole
and no zero which ensures stability of the circuit. The PM is
90◦ due to a single pole.

The design procedure begins with information like power
supply, technology, temperature, and the desired specifications.
The required information, as given in Table I, have been
taken from different sources [1], [19] and the gm/Id method-
ology has been employed to evaluate the sizing of such
OTA. The DC simulation is performed on both n- and p-
type MOSFETs where the drain-to-source voltage (Vds) is
set to (Vdd − Vss)/3 and gate-to-source voltage (Vgs) sweep
from −0.6 to 1 V is used. Since it is customary to use
large channel width (W ) in analog circuits, so the W is kept
constant at 10 µm [19] and generally OTAs use long channel
length (L) in order to achieve high DC gain [20], so parametric
sweep of L = 180 nm to 2.58 µm has been used.

A. Design Procedure of Input Pair (M1,2)

The transconductance of the input pair (gm1,2) is calculated
from the UGB and CL specifications as follows [1]

UGB =
gm1,2

2πCL
(2)

The OTA’s internal capacitance is neglected as the load ca-
pacitance is much larger than the lumped parasitic capaci-
tance [21]. Substituting the required values from Table I in (2)
yields gm1,2 ≈ 628.31 µS. Since, the desired SR is 20 V/µs,
the current consumption of the OTA will be

Id5 = SR× CL (3)

where Id5 (= 100 µA) is the current flowing through M5. Id5
divides equally between M1 and M2 i.e. Id1 = Id2 = 50 µA.
The gm/Id of the input pair is calculated as
(
gm
Id

)

1,2

≈ 13 S/A (4)
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Fig. 3. Different parameters versus gm/Id of n-type input pair M1, M2 as
a function of channel lengths (L = 280 nm: 200 nm: 2.88 µm) (a) intrinsic
gain (gm/gds), (b) normalized drain current (Id/W ), (c) Vth, (d) Vgs.

The following relation gives the DC gain of the OTA [1]

Avdc =
gm1,2 (5)

gds2 + gds4

gds2 + gds4 ≤ 6.28 µS (6)

The inequality (6) splits equally between M2 and M4, which
implies gds2 = gds4 ≤ 3.14 µS. The following equation gives
the lower limit of intrinsic gain of input pair
(
gm
gds

)

1,2

≥ 200 (7)

The graphical model in Fig. 3(a) shows the gm/gds vs gm/Id
plots for different channel lengths. At (gm/Id)1,2 = 13 S/A,
the plot for L1,2 = 880 nm gives (gm/gds)1,2 ≈ 214.9 which
satisfies (7). For the selected L1,2 (880 nm), the W1,2 is
calculated from the Id/W vs gm/Id plot [Fig. 3(b)]. The
current density (Id/W )1,2 = 2.91 µA/µm will give the
required value of W1,2 from the following relation

W1,2 =
Id1,2

(Id/W )1,2
≈ 17.07 µm (8)

B. Design Procedure of Current Mirror Load (M3,4)

The p-type MOSFETs, M3 and M4 are matched pair, so
the output conductance of current mirror load are equal.

gds3 = gds4 ≤ 3.14 µS (9)

In order to use the gm/gds vs gm/Id graph, a large
value of (gm/Id)3,4 is required which is also essential
from the power-efficient point of view [18], [20]. Selecting
(gm/Id)3,4 = 15 S/A results in gm3,4 = 750 µ and thus the
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Fig. 4. Different parameters versus gm/Id of p-type current mirror load
M3, M4 as a function of channel lengths (L = 180 nm: 200 nm: 2.98 µm)
(a) intrinsic gain (gm/gds), (b) Vgs, (c) normalized drain current (Id/W ).

lower limit for intrinsic gain of current mirror load is obtained
as(
gm
gds

)

3,4

≥ 238.8 (10)

From Fig. 4(a), the plot for L3,4 = 980 nm satisfies the
condition (10). The (gm/Id)3,4 is also constrained by the
maximum common-mode input (ViCM,max) specification [1].
Applying KVL across the series of branch (M3-M1-M5) of
Fig. 2(a) will generate the constrained equation

ViCM,max ≤ Vdd + Vgs3,4 + Vth1,2 (11)

Vth1,2 is extracted from the Vth vs gm/Id plot shown in
Fig. 3(c), which is ≈ 0.4915 V. Substituting Vdd, Vth1,2, and
ViCM,max in (11), the lower bound of Vgs3,4 is found as

Vgs3,4 ≥ −0.591 V (12)

By using Vgs vs gm/Id plot in Fig. 4(b), the valid range of
(gm/Id)3,4 due to the ViCM,max specification is found as(
gm
Id

)

3,4

≥ 11.39 S/A (13)

As a compromise, (gm/Id)3,4 = 15 S/A is selected which
satisfies (13) with adequate margin. W3,4 is selected from
the Id/W vs gm/Id plot shown in Fig. 4(c), where
(Id/W )3,4 ≈ 0.3185 µA/µm, thus W3,4 ≈ 156.96 µm.

C. Design Procedure of Biased Current Sink (M5,6)
The CMRR and minimum common-mode input (ViCM,min)

specifications decide the W/L of the biased current sink [1].
The CMRR is given by

CMRR(dB) = Avdc(dB)−Avdc,CM (dB) (14)

where Avdc,CM is the common-mode DC gain. Substituting
the required values in the following relation will give the limit
of gds5 [19].

Avdc,CM =
2gm1,2gds5

2gm1,2 + gds5
· 1

2gm3,4
≤ −50 dB (15)

Substituting gm1,2 and Avdc in (5), the upper bound for the 
output conductance of M2 and M4 is obtained



ELECTRONICS, VOL. 23, NO. 2, DECEMBER 2019 55

0 10 20 30
0

200

400

600

800

X: 15
Y: 326.7

g
m
/I

d
 (S/A)

g
m
/
g
d
s

L = 1.38 µm

L = 180 nm

L = 2.98 µm

(a)

0 10 20 30
0

0.2

0.4

0.6

0.8

X: 9.142
Y: 0.213

g
m
/I

d
 (S/A)

V
d
s
a
t
 
(
V
)

L = 1.38 µm

0 10 20 30

0

20

40

60

X: 15
Y: 1.324

g
m
/I

d
 (S/A)

I
d
/
W
 
(

µA
/

µm
)

L = 1.38 µm

(b) (c)

Fig. 5. Different parameters versus gm/Id of n-type biased current sink M5

as a function of channel lengths (L = 180 nm: 200 nm: 2.98 µm) (a) intrinsic
gain (gm/gds), (b) Vdsat, (c) normalized drain current (Id/W ).

⇒ gds5 ≤ 4.76 (16)

Similar to Section II-B, a large value for (gm/Id)5 = 15 S/A is
assumed which results in gm5 = 1500 µS and gm/gds ≥ 315.
From Fig. 5(a), choosing L5 = 1.38 µm satisfies this require-
ment. The ViCM,min that can be applied before driving the
M5 into saturation region is constrained by

ViCM,min ≥ Vgs1,2 + Vdsat5 + Vss (17)

Substituting the required values in (17), the constraint on
Vdsat5 is obtained as

Vdsat5 ≤ 0.213 V (18)

By using Vdsat vs gm/Id plot in Fig. 5(b), the valid range of
(gm/Id)5 due to the ViCM,min specification is obtained as
(
gm
Id

)

5

≥ 9.14 S/A (19)

As a compromise, gm/Id = 15 S/A is selected which
satisfies (19) with a desired limit. The W5 is se-
lected from Id/W vs gm/Id plot in Fig. 5(c), where
(Id/W )5 ≈ 1.321 µA/µm, thus, W5 ≈ 75.66 µm and
W6 ≈ 75.66/5= 15.13 µm.

TABLE II
SUMMARY OF TRANSISTOR’S SIZING AND CURRENT FLOWING THROUGH

EACH OF THEM

Transistors L (µm) W (µm) CMOS- UTBSOI-
OTA (µA) OTA (µA)

M1, M2 0.880 17.07 49.19, 49.20 47.77
M3, M4 0.980 156.96 49.19, 49.20 47.77
M5, M6 1.38 75.66, 15.13 98.40, 20.0 95.66, 19.88
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Fig. 6. Simulation results of the open-loop configuration of CMOS-OTA
(a) DC gain, (b) phase, (c) CMRR, (d) output-voltage swing

III. RESULTS AND DISCUSSIONS

Table II summarizes size of the MOSFETs and current
flowing through each of them. The CMOS and UTBSOI-
OTAs have been simulated under a supply voltage of 1.8 V
(Vdd = 0.9 V, Vss = −0.9 V) and characteristics of the open-
loop and unity-gain configurations [1] are examined.

A. Simulation Results

Fig. 6 shows the simulated results obtained from the open-
loop configuration of CMOS-OTA. Through the AC anal-
ysis simulation, the DC gain and UGB are ≈ 41.61 dB
and 20.42 MHz, respectively as per the specified requirements.
The other extracted parameters from AC analysis are PM
and CMRR, simulated as 80.49◦ and 85.97 dB, respectively.
The output-swing and power consumption have been ex-
tracted from DC analysis. The valid range of output-swing
is ≈ −0.58 to 0.85 V as shown in Fig 6(d). In UTBSOI-
OTA, the back gates of p- and n-type devices are connected
to Vdd and Vss respectively [Fig. 2(b)] so as to obtain static
threshold voltage. The DC gain, UGB, PM, and CMRR of
UTBSOI-OTA are simulated as 55.45 dB, 18.61 MHz, 74.6◦,
and 85.2 dB, respectively [Fig. 7]. The DC gain has seen to
be improved in case of UTBSOI-OTA, whereas the UGB, PM,
and CMRR are degraded within a tolerable limit. The valid
output-swing is obtained as −0.73 to 0.86 V as shown in
Fig. 7(d). The power consumption in case of CMOS-OTA is
obtained as 0.213 mW and that of UTBSOI-OTA it is obtained
as 0.207 mW.

The SR and ViCMR have been extracted from the unity-
gain (buffer) configuration. The valid buffer input range for
the OTAs is obtained from the Vout vs Vin plots shown
in Fig. 8(a) and (b). The SR of both the OTAs have been
calculated from the unity-gain transient response as shown in
Fig. 8(c) and (d). The SR is calculated using the relation:
(SR+ + SR−)/2 which are obtained as 16.13 V/µs for
CMOS and 15.74 V/µs for UTBSOI-OTAs. A summary of the
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Fig. 7. Simulation results of the open-loop configuration of UTBSOI-OTA
(a) DC gain, (b) phase, (c) CMRR, (d) output-voltage swing
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simulation results of the OTAs is listed in Table III. Various
performance parameters like DC gain, UGB, SR, PM, and
power consumption are compared with prior reported works.

B. Layout Extraction of the CMOS-OTA

The layout design of the CMOS-OTA is shown in Fig. 9. In
order to observe the impact of the extracted layout parasitics
(resistance and capacitance) on the CMOS-OTA, the open-
loop and unity-gain configurations of the OTA are simulated
accordingly. Some deviations have been observed between the
pre-layout [Table III], and post-layout simulation results, and
the errors have been analyzed. The reason for the errors is
related to inaccuracies associated with the parasitic compo-
nents of the layout. Regarding the post layout simulation of the
CMOS-OTA, the performance parameters like UGB, PM, DC
gain, SR, CMRR, and power are degraded by 2.59%, 0.70%,

TABLE III
PERFORMANCE COMPARISON WITH PRIOR REPORTED WORKS

Specifications [6] [7] [19] CMOS- UTBSOI-
OTA OTA

Technology (nm) 180 180 180 180 180
Supply voltage (V) 1.8 0.36 1.8 1.8 1.8
Load capacitor (pF) 200 - 5 5 5
UGB (MHz) 86.5 0.98 5 20.42 18.61
PM (◦) 50 - 90 80.49 74.6
DC gain (dB) 72 18.4 33.5 41.61 55.45
Slew-rate (V/µs) 74.1 - - 16.13 15.74
ViCM,min (V) - - 0.14 −0.179 −0.0015
ViCM,max (V) - - 1.12 0.778 0.997
CMRR (dB) @ DC - - 73.6 85.97 85.2
@ 300 KHz - 45.3 - 84.04 67.57
Power (mW) 11.9 0.0154 - 0.213 0.207

Vdd

Vss

M3 M4

M1 M2

M5

VoutVin+ Vin-

Iref

M6

Fig. 9. Extracted layout view of the CMOS-OTA.

TABLE IV
SUMMARY OF POST-LAYOUT SIMULATED RESULTS OF CMOS-OTA

Specifications Pre-layout Post-layout Error (%)
results [Table III] results

UGB (MHz) 20.42 19.89 −2.59
PM (◦) 80.49 79.92 −0.70
DC gain (dB) 41.61 41.49 −0.29
Slew-rate (V/µs) 16.13 15.77 −2.23
CMRR (dB) @ DC 85.97 82.81 −3.67
Power (mW) 0.213 0.218 2.34
Area (mm2) - 2.78×10−3 -
The minus sign (−) shows the decrease in performance parameter values in post-layout simulation.

0.29%, 2.23%, 3.67%, and 2.34%, respectively as given in
Table IV. The area of the CMOS-OTA extracted from the
layout design is 2.78×10−3 mm2.

C. Applications of the UTBSOI-OTA

The UTBSOI-OTA has been tested by using it in the
integrator circuits. Fig. 10(a) shows a basic integrator circuit
(integrator 1) which is obtained from an inverting amplifier
configuration by replacing the feedback resistor RF with a
capacitor CF [23]. The unity-gain frequency of integrator 1 is
fu =1/(2πR1CF ), where, R1 = 15.9 kΩ, CF = 0.01 µF are
chosen so as to generate fu = 1 KHz. The circuit is tested
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Fig. 11. Simulation results of UTBSOI-OTA based (a) integrator 1, (b) inte-
grator 2. (c) 32K-point FFT for the output of integrator 1, (d) 128-point FFT
for the output of integrator 2. (The Vin and Vout waveforms are represented
by dashed and solid lines respectively).

by applying a sinusoidal input voltage of amplitude 24 mV
at 60 Hz. Fig. 11(a) shows the output waveform obtained
from the integrator 1. The validity of the OTA has been
further verified by using it in a low-frequency integrator
(integrator 2) [24] as shown in Fig. 10(b). A square wave
voltage of amplitude ± 0.5 V at 330 mHz is applied which
generates triangular wave output as shown in Fig. 11(b).
Fig. 11(c) and (d) show the FFT obtained in MATLAB
from the transient outputs of integrator 1 and integrator 2
respectively. From the FFT, the signal-to-noise ratio (SNR)
and total-harmonic-distortion (THD) are calculated to acquire
the signal-to-noise-and-distortion ratio (SNDR) as given in
Table V. The relation used to calculate of the SNDR is [25]

SNDR = −10 log
[
10−SNR/10 + 10−THD/10

]
(20)

A good integration action is clearly seen from the above results
which imply that the UTBSOI-OTA can be successfully used
to design any analog circuits.

Addition to this, application of the UTBSOI-OTA has also
been extended to active filters [26] in which the OTA is
used for amplification and gain control. Fig. 12(a) shows

TABLE V
CALCULATED SNR, THD, AND SNDR OF THE INTEGRATOR

CIRCUITS [FIG. 10]

Integrator circuits SNR (dB) THD (dB) SNDR (dB)
Integrator 1 7.23 8.33 10.9
Integrator 2 10.34 −4.20 −10.02
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Fig. 12. Application of UTBSOI-OTA in (a) active low-pass filter, (b) transient
response with sinusoidal input voltage of amplitude 50 mV at f = 100 Hz,
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Fig. 13. Application of UTBSOI-OTA in (a) active high pass filter,
(b) transient response with sinusoidal input voltage of amplitude 50 mV
at f = 10 KHz, (c) gain, (d) phase. (The Vin and Vout waveforms are
represented by dashed and solid lines respectively).

the first order low-pass filter having cut-off frequency (fc =
1/2πRFCF ) of 795.77 Hz with component values R = 20 kΩ,
CF = 1 nF, and RF = 200 kΩ. The gain vs frequency
plot in Fig. 12(c) clearly indicates the property of a low-pass
filter with gain ≈ 19.15 dB which gets reduced by 3 dB
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Fig. 14. Application of UTBSOI-OTA in (a) active band pass filter,
(b) transient response with sinusoidal input voltage of amplitude 50 mV
at f = 100 Hz, (c) gain, (d) phase. (The Vin and Vout waveforms are
represented by dashed and solid lines respectively).

(=16.18 dB) at 795.77 Hz. Fig. 13(a) show the UTBSOI-
OTA based first order high-pass filter in which component
values R = 20 kΩ, C = 1 nF, and RF = 200 kΩ are
chosen to generate fc = 1/2πRC ≡ 7957.77 Hz. Similarly,
the second order band-pass filter in Fig. 14(a) is using the
UTBSOI-OTA with component values R = 10 kΩ, C = 1 µF,
CF = 100 pF and RF = 100 kΩ having the low (fL =
1/2πRC) and high (fH = 1/2πRFCF ) cut-off frequencies
of 15.91 Hz and 15.91 KHz. Simulation results of the active
filters [Fig. 12−14] proves the applicability of UTBSOI-OTA
in audio frequency applications.

IV. CONCLUSION

In this paper, single-stage OTA has been designed where the
W/L of constituting MOSFETs have been evaluated mathe-
matically and graphically through gm/Id methodology. Keep-
ing the transistor’s aspect ratio constant, the OTA has been
designed through UTBSOI transistor. Simulation is performed
in Cadence-spectre where BSIM3v3 and BSIM-IMG models
have been utilized for MOSFET and UTBSOI respectively.
Open-loop and unity-gain configurations are simulated accord-
ingly to show a comparative analysis between the CMOS and
UTBSOI based OTAs. In brief, the performance achieved by
UTBSOI-OTA meets all the desired specifications within a
desired limit. From the simulated results, it is observed that
in sub-micron regime (180-nm), UTBSOI transistor can be
successfully used to design the analog circuits. Advantage of
the UTBSOI has been further clarified from the improvements
of UTBSOI-OTA over the CMOS-OTA in terms of DC gain
and power consumption by ≈ 33.26% and 2.81%, respectively,
through circuit simulation at the schematic level. Moreover,
the UTBSOI-OTA has been verified by using it in integrator
and active filter circuits which are able to show the desired
output successfully. Based on the performance improvements

obtained by applying the gm/Id methodology to UTBSOI
at the schematic level simulation, it can be concluded that
investing considerable effort into creating a process-design kit
for the UTBSOI technology would be a very welcome step
in enabling further improvements in analog and mixed-signal
circuits results.
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Abstract—Second Generation Current Controlled Conveyor 
(CCCII) based tunable Dual Output Sinusoidal Oscillator (MSO) 
is proposed. It consists of three CCCIIs, a resistor and two ground-
ed capacitors. By tuning external DC bias current, the oscillator 
frequency and commencement of its oscillations are controlled 
electronically. The proposed circuit is verified using PSPICE sim-
ulator and also on laboratory breadboard using commercially 
available integrated circuits Current Feedback Operational Am-
plifier (AD844AN) and Operational Transconductance Amplifier 
(LM13600) at a supply rail voltage of ±6 V. Further its nonlin-
earities, sensitivities, performance characteristics are also verified. 
Comparison of the proposed topology with the ongoing methods 
are also undertaken. PSPICE simulation results are verified with a 
low supply voltage of ±1 V, temperature analysis, analysis by using 
Montecarlo method and finally Total Harmonic Distortion (THD) 
is also demonstrated. 

Keywords—Dual Output Sinusoidal Oscillator (MSO), Current 
Feedback Operational Amplifier (CFOA), Operational Transcon-
ductance Amplifier (OTA) and Current mode oscillators.
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I. Introduction

DUAL Output Sinusoidal Oscillators play an important role 
in many applications especially in the areas like commu-

nication systems, power electronics and measurement, instru-
mentation and Bio-medical fields etc. Specific applications of 
MSO include decoupled dynamic control of six phase two-mo-
tor drive system, vector control of single-phase to three-phase 
pulse width modulation converter and control schemes for five-
phase induction motor drives. In literature several methods are 

innovated and explained to design MSO but they are prone to 
encounter with the problem of utilizing more number of active 
and passive devices for their realization. The likely features of 
interest are that floating resistors seldom control the frequency, 
further floating capacitors however restrict the high frequency 
operation, and also in this case, electronic tunability may not be 
possible [1-3]. M.S. Ansari et al [4] had proposed mixed mode 
of three phase sinusoidal oscillator realized with Dual-X Cur-
rent Conveyor (DXCCII) as an active element. Its design de-
pends on the first order inverter low pass filter, which contains 
DXCCII, resistors and capacitors. It involves twelve passive 
components and is really a complex structure for monolithic 
IC fabrication besides offering the benefit of grounded passive 
components. S. Maheshwari and R. Verma [5], have developed 
several oscillator circuits and drew comparison between third 
order and second order sinusoidal oscillator circuits. It is ob-
served that the third order oscillator, however, has low harmon-
ic distortion over second order. The design is involved with four 
CCCIIs to develop three low pass filters and one gain block 
in feedback. It has the drawback of requiring four CCCIIs and 
four passive components. In order to obviate the above restric-
tions, translinear based Dual Output Sinusoidal Oscillator has 
been proposed.     

Proposed design is entailed with the following features:
1.	Single grounded external resistor is required for realiza-

tion of the design.
2.	Utilizes grounded capacitors that are worthwhile for IC 

fabrication, also the chip area is reduced effectively in 
comparison with floating capacitor configuration and also 
preferred in high frequency applications.

3.	Oscillator frequency and commencement of oscillations 
are independent of each other and thus enhances the elec-
tronic tunability.

4.	Possess low passive sensitivities [6]. 
The design consists of three CCCIIs, a resistor and two 

grounded capacitors only. By varying the external DC bias cur-
rent, the oscillator frequency and the oscillatory condition of 
the proposed circuit are tuned separately.

II. Current Conveyor

A. Current Mode Circuits
For the past few decades, analog designers have been trust-

ed current-mode circuits as necessary building blocks for ana-
log circuits design. Smith and Sedra [1] had invented the first 
generation current conveyor (CCI), employing bipolar junction 
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transistors. It has the drawback of low input impedance, which 
is not feasible to apply in many applications. The modified CCI, 
called as Second Generation Current Conveyor (CCII) was in-
troduced by the same duo in 1970. It has high input impedance 
and is preferred in many applications. CCCII, a series of CCII, 
has the parasitic resistance at input port X which is current 
controlled. Thus, it has introduced the concept of Current Con-
trolled Conveyor (CCCII) [7-10].

B. Second Generation  Current Controlled Conveyor
Basically, CCII is the current mode active structural element. 

It is a mixed translinear loop that has considerable amount of 
intrinsic resistance RB at the input node X. It is varied by tuning 
the external bias current.

The state space representation, by considering the intrinsic 
resistance RB of an ideal CCCII is given below in (1).
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From (1), if the direction of current at input port X and out-
put port Z are the same, it becomes a positive current conveyor 
(CCCII+). If the direction of current is opposite to each other 
then it is a negative current conveyor (CCCII-).  At node X, RB 
denotes the input intrinsic resistance, tuned with bias current, 
(RB=VT/2IB), where  VT ≈ 26 mV is the voltage equivalent of 
room temperature, and IB ≥ 0 is the external bias current of the 
CCCII [5]. At node Y, the current IY is zero since the impedance 
at the input of node Y is infinite. So, the current applied at input 
node X is transformed to high impedance output node Z. Sever-
al applications have been presented by applying bias current to 
the CCCII [9-13]. Fig. 1 shows the symbol of CCCII. 
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Fig. 1 Symbol of CCCII± 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2 Internal structure of CCCII± 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 3 Proposed electronically tunable MSO using CCCIIs 

 
  
 

 

 
  

 
 
Fig. 4 The simulated output waveform of Fig.3, selected: IB=100µA and C1=8 
nF C2=0.21nF and R=10kΩ. 

 

 
 
Fig. 5 Simulated output spectrums of Fig. 3, selected IB=100 µA and C1=8 nF, 
C2=0.21 nF and R=10 kΩ. 
 
 

 
 
Fig. 6. Simulated results of the proposed MSO for variation in temperatures 
from 0° C to 100° C. 
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Fig. 2.  Internal structure of CCCII±

CCCII is a three terminal device, two input terminals X and 
Y along with an output terminal Z, as shown in Fig. 2 [11]. The 
device is characterized by IY = 0, VX = VY + RBIX and IZ = ± IX, 
shown in the matrix form in (1). The device has an infinite input 
impedance at terminal Y and Z, whereas, the input terminal X 
has intrinsic resistance RB which is tuned by the external bias 
current IB, given as
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where gmi is the transconductance of the MOS tran-
sistor, assuming that both the transistors are matched, 
gm2=gm4, then 
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TABLE II  

SIMULATION CONDITIONS AND THE PERFORMANCE CHARACTERISTICS OF  
CCCII  

S.No Transistor Count PDP (aJ) 

1.  Supply Voltage ±1 V 
2.  Power Dissipation 1.7065 mW 
3.  Input Bias Current Linear Range 1 µA-500 µA 
4.  RB Ranges 26 Ω to 1300 Ω 
5.  RO 4.68 kΩ 
6.  RZ 1.176 kΩ 
7.  RY 7.273 MΩ 
8.  Total Harmonic Distortion (THD) 1.97 % 

 
 

TABLE III 
COMPARISON OF EXISTING TOPOLOGIES WITH PROPOSED MSO.  

Ref No. of 
active 
elements 
and type 

No. of 
passive 
elements 

Supply 
Voltage 
(Volts) 

THD 
(%) 

†PCG *H/S 
Results 

[4] 3, DXCCII 12 ±1.25 ---- Yes S 
[5] 4, CCCII 4 ±1.25 2.9 Yes S 
[14] 3, ZCCDU 6 ±1.5 0.24 No H 
[15] 3, CCCII 3 ±2.5 ---- Yes S 
[16] 4, CBTA 4 ±1.5 2.1 Yes S 
[17] 4, CCDU 5 ±1.5 2.2 Yes S 
This 
work 3, CCCII 3 ±1 (±6 V) 1.97 Yes S (H) 

†PCG: Passive Components Grounded, *H: Hardware, S: Simulation  

   	    
(3)

where µ is the mobility of the carrier, COX is the oxide capac-
itance, W is the channel width and L is the channel length of 
the MOS transistors (M2 and M4). The schematic of CCCII is 
realized with MOS transistors [11], as shown in Fig. 2. The cir-
cuit has translinear loop involving the transistors M1 to M4, DC 
biased by using the current mirrors M6-M7 and M8-M9. The input 
current IX is duplicated to produce IZ+ and IZ- using translinear 
loops. The current is replicated using additional current mirrors 
M10-M13, M14-M16 and M17-M19. The transistor aspect ratios of 
Fig. 2 are shown in Table. I. For IZ = +IX, the device is termed 
as positive current conveyor and for IZ = -IX it is called negative 
current conveyor [1]. In bipolar CCCII, the intrinsic resistance 
RB is inversely proportional to the bias current IB whereas, RB is 
inversely proportional to the square root of IB for CMOS based 
CCCIIs.

TABLE I
Aspect Ratios Of Fig. 2 Transistors

Transistor Width (µm) Length (µm)

M1, M2 2 0.5

M3, M4 4 0.5

M5, M8, M9, M10, M11, M15, M16, 
M17

5 0.5

M6, M7, M13, M14, M18, M19 15 0.5

M12 14.2 0.5

C. Electronically Tunable MSO using CCCII
Figure. 3 shows the proposed electronically tunable MSO 

involving CCCII as an active device. Using routine analysis and 
current-voltage characteristics of the CCCII in (1), the charac-
teristic equation of the proposed design is given as:

 

 




















































Z

X

Y

B

Z

X

Y

V
I
V

R
I
V
I

010
01
000

                     

 
 (1) 

 
 

42

1

mm
B gg

R


                    

 
                (2) 

 
 
 

BOX

B

I
L

WC
R











8

1
                   

 
          (3) 

 
  02 3323113121

2  BBeqBBBeqB RRRCRRCsRRRCCS   
 

(4) 
 
 

eqB RCRC 211                         
               (5) 

 
 
 

eqB RRCC 121

2
          

                      (6) 
 
 
 
IB1=IB2=IB3                                   

       (7) 
 
 
 

211

2 1

BRsCV
V

                         

             (8) 
 
 
 


















































Z

X

Y

B

Z

X

Y

V
I
V

R
I
V
I

00
0
000


           

              (9) 
 

 

 
  

   
 

02 3211

32223113121
2





B

BeqBBBeqB

R

RRCRRCsRRRCCs




   

 
(10) 

 
 

22211 CRRC eqB         
                       (11)     

 
 

eqB RRCC 121

2112 
                        

        (12) 
 

 
2/1

21


CCS                                    
  (13) 

 
2/1

BRS                                    
     (14) 

 
2/1

21, 
IBIBS                               

       (15) 
 

1
TVS                                        

      (16) 
 

 
TABLE II  

SIMULATION CONDITIONS AND THE PERFORMANCE CHARACTERISTICS OF  
CCCII  

S.No Transistor Count PDP (aJ) 

1.  Supply Voltage ±1 V 
2.  Power Dissipation 1.7065 mW 
3.  Input Bias Current Linear Range 1 µA-500 µA 
4.  RB Ranges 26 Ω to 1300 Ω 
5.  RO 4.68 kΩ 
6.  RZ 1.176 kΩ 
7.  RY 7.273 MΩ 
8.  Total Harmonic Distortion (THD) 1.97 % 

 
 

TABLE III 
COMPARISON OF EXISTING TOPOLOGIES WITH PROPOSED MSO.  

Ref No. of 
active 
elements 
and type 

No. of 
passive 
elements 

Supply 
Voltage 
(Volts) 

THD 
(%) 

†PCG *H/S 
Results 

[4] 3, DXCCII 12 ±1.25 ---- Yes S 
[5] 4, CCCII 4 ±1.25 2.9 Yes S 
[14] 3, ZCCDU 6 ±1.5 0.24 No H 
[15] 3, CCCII 3 ±2.5 ---- Yes S 
[16] 4, CBTA 4 ±1.5 2.1 Yes S 
[17] 4, CCDU 5 ±1.5 2.2 Yes S 
This 
work 3, CCCII 3 ±1 (±6 V) 1.97 Yes S (H) 

†PCG: Passive Components Grounded, *H: Hardware, S: Simulation  

  (4)

where   Req = R + RB2
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Fig. 1 Symbol of CCCII± 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2 Internal structure of CCCII± 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 3 Proposed electronically tunable MSO using CCCIIs 

 
  
 

 

 
  

 
 
Fig. 4 The simulated output waveform of Fig.3, selected: IB=100µA and C1=8 
nF C2=0.21nF and R=10kΩ. 

 

 
 
Fig. 5 Simulated output spectrums of Fig. 3, selected IB=100 µA and C1=8 nF, 
C2=0.21 nF and R=10 kΩ. 
 
 

 
 
Fig. 6. Simulated results of the proposed MSO for variation in temperatures 
from 0° C to 100° C. 
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Fig. 3.  Proposed electronically tunable MSO using CCCIIs

The oscillation condition and the oscillation frequency ex-
pression are realized by equating real and imaginary compo-
nents of (4) to zeros and are given by

C1RB1 = C2Req	   (5)

and
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  	 (6)

where RB (RB=RB1=RB2=RB3) refers to the parasitic resistance at 
the input terminals X of CCCII1, CCCII2 and CCCII3 due to its 
bias current.

Circuit as mentioned in Fig. 3 can also be inhibited to oscil-
late using this condition:

IB1= IB2 = IB3    	  (7)

The oscillator frequency and commencement of oscillation 
are controlled using bias currents.

The multiphase outputs V2 and V1 of Fig. 3, can be related as

 

 




















































Z

X

Y

B

Z

X

Y

V
I
V

R
I
V
I

010
01
000

                     

 
 (1) 

 
 

42

1

mm
B gg

R


                    

 
                (2) 

 
 
 

BOX

B

I
L

WC
R











8

1
                   

 
          (3) 

 
  02 3323113121

2  BBeqBBBeqB RRRCRRCsRRRCCS   
 

(4) 
 
 

eqB RCRC 211                         
               (5) 

 
 
 

eqB RRCC 121

2
          

                      (6) 
 
 
 
IB1=IB2=IB3                                   

       (7) 
 
 
 

211

2 1

BRsCV
V

                         

             (8) 
 
 
 


















































Z

X

Y

B

Z

X

Y

V
I
V

R
I
V
I

00
0
000


           

              (9) 
 

 

 
  

   
 

02 3211

32223113121
2





B

BeqBBBeqB

R

RRCRRCsRRRCCs




   

 
(10) 

 
 

22211 CRRC eqB         
                       (11)     

 
 

eqB RRCC 121

2112 
                        

        (12) 
 

 
2/1

21


CCS                                    
  (13) 

 
2/1

BRS                                    
     (14) 

 
2/1

21, 
IBIBS                               

       (15) 
 

1
TVS                                        

      (16) 
 

 
TABLE II  

SIMULATION CONDITIONS AND THE PERFORMANCE CHARACTERISTICS OF  
CCCII  

S.No Transistor Count PDP (aJ) 

1.  Supply Voltage ±1 V 
2.  Power Dissipation 1.7065 mW 
3.  Input Bias Current Linear Range 1 µA-500 µA 
4.  RB Ranges 26 Ω to 1300 Ω 
5.  RO 4.68 kΩ 
6.  RZ 1.176 kΩ 
7.  RY 7.273 MΩ 
8.  Total Harmonic Distortion (THD) 1.97 % 

 
 

TABLE III 
COMPARISON OF EXISTING TOPOLOGIES WITH PROPOSED MSO.  

Ref No. of 
active 
elements 
and type 

No. of 
passive 
elements 

Supply 
Voltage 
(Volts) 

THD 
(%) 

†PCG *H/S 
Results 

[4] 3, DXCCII 12 ±1.25 ---- Yes S 
[5] 4, CCCII 4 ±1.25 2.9 Yes S 
[14] 3, ZCCDU 6 ±1.5 0.24 No H 
[15] 3, CCCII 3 ±2.5 ---- Yes S 
[16] 4, CBTA 4 ±1.5 2.1 Yes S 
[17] 4, CCDU 5 ±1.5 2.2 Yes S 
This 
work 3, CCCII 3 ±1 (±6 V) 1.97 Yes S (H) 

†PCG: Passive Components Grounded, *H: Hardware, S: Simulation  

  	  (8)

where the phase shift is -90o.

III. Non Ideal Analysis

In practice, due to presence of non-ideal current and voltage 
transfer, CCCII ideal characteristics are affected that causes er-
ror to occur. Taking the non-idealities into consideration, the 
nodal voltages and branch currents are related as
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where α = 1-ε, |ε| << 1 defines the tracking error of voltage and 
β =1-δ,  |δ| << 1 is the tracking error of current.

The characteristic equation of Fig. 3, using (9), is written as 
shown under
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Therefore, the condition for commencement of oscillation 
and oscillation frequency are modified respectively, as 
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This 
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Referring to (11) and (12), the tracking errors thus slightly 
effect the oscillator frequency and condition of oscillation re-
spectively. But, this effect can be minimized by improving the 
current gain.  

According to (6) the sensitivities of passive and active com-
ponents using partial derivative method with respect to the fre-
quency are given as:
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        	          (16)

It is apparent that all parametric sensitivities of ω are low, 
only 0.5 in magnitude. Thus, the design exhibits good and ap-
pealing low sensitivity value [19-21].

IV. Simulation Results

The proposed MSO of Fig. 3 has been simulated using 
PSPICE simulator. The internal schematic of CCCII was re-
alized as shown in Fig. 2. The voltages ±VCC = 1V and the 
value of dc for all the CCCIIs are same, IB = 100 µA (RB = 260 
Ω) along with C1=8 nF, C2=0.21 nF and R=10 kΩ are applied. 
The distinctive output simulation results of Fig. 3 is illustrat-
ed in Fig. 4, the theoretical time period is 6.608 μs, and the 
simulated time period is 5.9999 μs. The maximum oscillation 
frequency of 500 kHz is obtained by tuning the bias current 
and passive component values that are kept constant. In addi-
tion, Fig. 5 represents the simulated frequency spectrums of 
the output. 
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Fig. 4.  The simulated output waveform of Fig.3, selected: IB=100µA and C1=8 
nF C2=0.21nF and R=10kΩ.

Fig. 5.  Simulated output spectrums of Fig. 3, selected IB=100 µA and C1=8 nF, 
C2=0.21 nF and R=10 kΩ.

Figure 6 shows the graphic representation of variations in 
amplitudes of output voltages over the variation of temperature 
from 0° C to 100° C, keeping the bias currents and passive com-
ponent values constant.

Figure 7 illustrate the simulation results of the proposed to-
pology of Fig. 3, by varying the values of bias currents IB (i.e., 
IB=IB1=IB2=IB3) verses frequency. The bias current is varied 
from 5 µA to 250 µA by maintaining C1=8 nF, C2=0.21 nF and 
R=10 kΩ are constant. The plot specifies the linear variation of 
frequency with bias current, the non-idealities may be due to 
the ignored tracking errors.

The simulation conditions and the performance character-
istics of CCCII configuration are summarized in Table II. The 
circuit is structured with low supply voltage of ±1 V and has 
low power dissipation of the order of 1.7 mW. The total har-
monic distortion is good and it is 1.97%. The input and output 
resistances are also measured which has exerted some influence 
on the performance of the circuit. 

Figure 8 is the graphic representation of the Montecarlo 
analysis for the proposed configuration as shown in Fig. 3. The 
graph is produced for the 50 iterations for both the output sig-
nals. The histogram for the output signal 1 and 2 are represented 
in Figures 9 and 10 respectively. The mean and standard devi-
ation values are 0.977, 0.351 and 0.0097, 0.00037 for the two 
signals, which are quite low and acceptable. 

Fig. 6.  Simulated results of the proposed MSO for variation in temperatures 
from 0° C to 100° C.
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Fig.7. Simulated results of the oscillation frequency Vs bias current of Fig. 3.

Fig. 8.  Montecarlo analysis of proposed MSO

Figure 11 is the worst case analysis where as Figure 12 and 
13 are the worst case sensitivities for the designed configura-
tions. The worst case and sensitivity analysis is to identify the 
uncertainty in the output of a mathematical model or system. 
The graphs specify the insensitivity of the output and reflects 
the analysis as derived previously. The phase margin between 
the two output signals is 180 degrees and is graphically shown 
in Figure 14. The simulation conditions and the performance 
characteristics of CCCII configuration are summarized in Table 
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II. The input and output resistances are also measured which 
have exerted some influence on the performance of the circuit.

 Fig. 9.  Histogram for the output signal VO1 of the proposed MSO

Fig. 10.  Histogram for the output signal VO2 of the proposed MSO

Fig. 11.  Worst case analysis for the proposed MSO

Fig. 12.  Worst case sensitivity for output signal VO1

Fig. 13.  Worst case sensitivity for output signal VO2 

Fig. 14.  Phase margin between the output signals.

TABLE II 
Simulation Conditions And The Performance Characteristics Of Cccii 

S. No Transistor Count PDP (aJ)

1. Supply Voltage ±1 V

2. Power Dissipation 1.7065 mW

3. Input Bias Current Linear Range 1 µA-500 µA

4. RB Ranges 26 Ω to 1300 Ω

5. RO 4.68 kΩ

6. RZ 1.176 kΩ

7. RY 7.273 MΩ

8. Total Harmonic Distortion (THD) 1.97 %

TABLE III
Comparison Of Existing Topologies With Proposed MSO. 

Ref No. of active 
elements
and type

No. of 
passive 
elements

Supply 
Voltage
(Volts)

THD
(%)

†PCG *H/S
Results

[4] 3, DXCCII 12 ±1.25 ---- Yes S

[5] 4, CCCII 4 ±1.25 2.9 Yes S

[14] 3, ZCCDU 6 ±1.5 0.24 No H

[15] 3, CCCII 3 ±2.5 ---- Yes S

[16] 4, CBTA 4 ±1.5 2.1 Yes S

[17] 4, CCDU 5 ±1.5 2.2 Yes S

This 
work 3, CCCII 3 ±1 (±6 V) 1.97 Yes S (H)

†PCG: Passive Components Grounded, *H: Hardware, S: Simulation 
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The comparative analysis of the proposed circuit is given in 
Table III. The proposed model employs less number of active 
devices and passive components for realization and are ground-
ed. The circuits in [4] have the drawback of using more passive 
components. The circuit of [5] has the advantage of using less 
passive components but at the cost of 2.9% of the Total Har-
monic Distortion (THD). The circuit in [14] has low THD of 
0.24% but has the drawback that the passive components are 
not grounded. The grounded capacitor provides the feature such 
as reduced noise and low parasitic effects. The circuit of [15] 
has less number of active and passive devices and are ground-
ed. Though the supply voltage as mentioned in [16] and [17] is 
low, but it suffers from the distortion levels of 2.1% and 2.2% 
respectively. While comparing the above circuits, the proposed 
method has the advantage of requiring less supply voltage with 
satisfactory THD of 1.97% and also hardware results are ver-
ified.  

V. Measured Results

CCCII equivalent model has been put to implementation 
using the structure shown in Fig. 15 [18]. The hardware im-
plementation on laboratory breadboard with external passive 
components of proposed MSO of Figure 3 is realized with 
commercially available Current Feedback Operational Ampli-
fiers (CFOAs) of IC AD844AN [22] and Operational Transcon-
ductance Amplifiers (OTAs) of IC LM31600 [23] that produces 
the waveform as shown in Figure 16. For C1 = C2 = 0.01 µF, IB 
= 100 µA, R=10 kΩ and supply voltage of ±6 V are selected to 
produce the experimentally measured time period of 54.79 μs, 
whereas, the theoretical time period is 50.99 μs and the results 
are found to be close to each other. The experimental results 
of output voltages in X-Y mode measured on oscilloscope and 
able to produce 180° phase shift as shown in Figure 17. As the 
tunability plot obtained for the measured results is more or less 
replica of the simulated ones which are already presented, and 
not included here.
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VI. Conclusion

In this manuscript, a current mode electronically tunable 
Dual Output Sinusoidal Oscillator using three CCCIIs is pre-
sented. The oscillation frequency can be tuned to a maximum 
of 500 kHz by tuning the external bias currents of CCCIIs. The 
circuit has one resistor and two capacitors that are grounded, 
which is more advantageous in IC fabrication. Simulation re-
sults verifying the theoretical analysis are included along with 
frequency spectrums. Sensitivity parameters and performance 
characteristics are also determined. Hardware results of the pro-
posed MSO are in agreement with the software results. Tem-
perature analysis with respect to the variation of amplitudes and 
THD are also determined. The comparative analysis drawn for 
the proposed topology is made with the existing methods. The 
reported electronically tunable MSO has a simple structure that 
is requiring less area, dissipating at low power of 1.7065 mW 
and low THD of 1.97%.
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Abstract—The purpose of this paper is to give a summary 
analysis of human snoring and its episodes. In particular, we 
consider an acute snoring. In order to extract some frequency 
information of snoring signal, we apply the  Fast Fourier Transform  
(FFT),  Short Time Fourier Transform (STFT)  algorithms, 
Discrete Wavelet Technique, and Power Spectral Density (PSD). 
Once irregular snoring characterized, we use a Voice Activity 
Detection (VAD) for snoring episode detection. Furthermore, 
we give comparative study of three types of thresholds that can 
control the VAD approach, a fixed threshold, a soft threshold, and 
a Gaussian threshold. Next, we use a Perceptual Evaluation of 
Speech Quality (PESQ) method to evaluate the efficiency of the 
VAD. We find that VAD based on Gaussian threshold is better.

Index Terms—Sleep Snoring; Frequency Analysis; Time 
Analysis; Thresholds; Snore quality measures.

Original Research Paper
DOI: 10.7251/ELS1923067R

I. Introduction

Snoring is an inspiratory noise caused by vibration of the 
soft supper-airway tissues, mainly soft palate and posterior 

faucial pillars [1]. Mostly, snoring can provoke obstructive sleep 
apnea with the possibilities of higher risks of  cardiovascular 
disease such as heart attacks, strokes, sleep disorders, etc. [2]. 
With the development of the signal processing tools, many 
fields of study have been opened and thus non-stationary and 
complicated signals such as irregular snoring can be analyzed. 
In addition, one of the most famous processing techniques is 
the use of wavelet because it can express signals with different 
frequency components [3]. 

Also, it offers statistical analysis tools such as histograms. 
The wavelet-based histograms provide us the ability to naturally 
extend to multidimensional case, a good optimization [4] and to 
improve the accuracy substantially over random sampling [5].

Several studies have been done on detection and analysis 
of sleep snoring (acoustical characterization) based on the 

classification methods using some experimental databases 
through the choice of selected features [6]—[8]. Furthermore, 
other authors treated the sleep snoring by the application 
of personalized software. Statistical parameters such as the 
number of the snoring episodes , duration , etc. were calculated 
in [9]-[10]. 

However, all these works require a complete characterization 
with integration of aspects of time and frequency at the same 
time. In the present work we establish a global model based 
on time and frequency analysis with integration of the VAD 
(Voice Activity Detection). In addition, we show the effect of 
changing the VAD threshold on the efficiency of detection of 
snoring episodes.

The remainder of the paper is organized as follows: In 
section 2, we present the different processing frequency 
techniques used to analyze the sleep snoring, Section 3 is 
devoted to describe the theoretical and practical approach for 
time analysis of sleeps snoring. Finally, we give a summary 
conclusion in section 4. 

II. Theoretical Approach for Frequency  Analysis

The signal recorded in [11] is considered the strongest 
snoring signal characterized also by its high irregularity. So 
we can consider it as an obstructive sleep apnea (OSA) signal, 
which contains an apnea part (see Fig. 1 [8]). 

Fig. 1.  Detection of snoring episodes for the OSA patient having both regular 
and post-apneic snoring sounds (rectangular pulse in red represents sound 
segments). [8].

Fig.1 shows four breathing cycles separated by four snoring 
periods. And we observe that when the breathings become much 
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attenuated during a long time it becomes an episode of apnea. 
After the apnea episode the snoring becomes quite intense and 
very irregular what is called post- apneic episodes.  

                                                      
A. Processing techniques
A.1. Fast Fourier Transform
The Fast Fourier Transform (FFT) was derived from the 

Discrete Fourier Transform (DFT), which is given by [12]: 
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where K = 0,…, N-1,  ωN  is the primitive root of 
unity
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, and N is the size of the input x. 

A.2. Short Time Fourier Transform (STFT)
Short Time Fourier Transform (STFT) gives spectrograms 

that are created either by approximation as a filter Bank or from 
Fourier transform calculation. The continuous –time STFT  for 
a given time signal x(t) is written as:
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where w is the windowing function and f is the frequency. In 
contrast with the Fourier transform techniques which give the 
frequency part, the STFT allows to operate in frequency and 
time.

A.3. Wavelet Transform
The Wavelet Transform is a particular technique that 

describes signals in both time and frequency domains. Its 
physical form is a small window (mother wavelet) which is 
used to scan a macro signal [3]. The wavelet equation as a 
function of mother wavelet is given by:
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where a, b are, respectively, the dilation and translation 
parameters, and )(tϕ is called the single mother wavelet.

In literature, there exits two large groups of wavelets: 
continuous and discrete. The Continuous Wavelet Transform 
(CWT) for a given function f (t) is defined as [3]:
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where 
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a
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wavelet function 
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
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a
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Next, the Discrete Wavelet Transform (DWT) is a sampling 
wavelet using a bank of filters. It is given by [13]:
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where n=1, 2,…N  and N is the total number of samples, l 
describes the shifting and s is the scale. 

Examples of the discrete mother wavelets are presented in 
Fig. 2.
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Fig. 2.  Discrete mother wavelets examples.
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A.4. Spectral analysis
The power spectral density (PSD) estimation has many 

applications such as the elimination of the wide-band noise 
mixed to the useful signal. PSD allows also, seeing the real 
distribution of the signal power depending on its frequency. 
In other word, the power spectral density represents the power 
content of a signal in an imperceptible frequency band contrary 
to the power spectrum that shows the frequencies which 
contain  the signal’s power. In order to estimate the power 
spectral density, we use the Welch’s method that is described 
as follows [14]-[15]: 

First, the original data is split up into overlapped data 
segments. Second, a window signal is applied to each segment. 

Noticing that the windowing operation is what makes the 
Welch method a “modified” periodogram.

B. Practical aspects of snoring signal frequency analysis
Our experiments were performed on data given by [11], 

which consists of mp3 sounds. The data were recorded in a high 
quality format with a sampling frequency of 44100 Hz.

B.1. FFT technique
The application of FFT algorithm to a snoring signal is 

given in the following figure.
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Fig. 3.  FFT of original snoring.

As we can see, Fig.3 displays only the positive half of the 
frequency spectrum and discards the redundant negative half. 
Therefore, the spectral component extends to half the sampling 
frequency (around 22 kHz).

We can deduce from Fig. 3 that the main part of the snoring 
signal reaches 14 kHz and the FFT signal has two highest picks 
at 0.06 kHz and 0.88 kHz. 

B.2. STFT technique

In this part we compute the STFT for the snoring signal and 

the apnea part, which are presented, respectively, in Fig.4 (a) 
and Fig. 4 (b). 
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Fig. 4.  STFT of original snoring: (a) Complete signal, (b) Apnea-part of 
snoring signal.

It’s clear from Fig.4(b) that the STFT of the apnea-part has 
greatly lower magnitude then the STFT of the complete signal 
(Fig 4.a). This result confirms the fact that the apnea part follows 
a quite audible snore. And the presence of apnea is related to the 
existence of a strongly snore (see Fig. 1).

B.3. Discrete Wavelet Transform technique
Here, we analyze the snoring signal using the Discrete Wa

velet Transform with four level Haar wavelet. This level presents 
the advantage of having minimal coefficients of decomposition 
(A4, D1, D2, D3, D4). 

In practice, we find that over 4 levels, the signals will have a 
different shape compared to the original signal. So, we compute 
4 levels of decomposition and the obtained results are shown 
in Fig. 5.
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(a) Loaded and de-noised signals (red & purple colors respectively)

(b) Original details coefficients

Fig. 5.  Wavelet decomposition of the snoring signal and its de-noised operation.

The outputs “A” and “D” are the reconstruction wavelet 
coefficients [16]:

•	The approximation output A: is the low frequency content 
of the input signal component.

•	The multidimensional output D: gives the details or the 
high frequency components of the input signal at various 
levels. 

From Fig.5 (a), we noticed that the wavelet de-noising of 
the signal gives a nuanced result with attenuation of amplitude 
and a slight decimation of the fluctuations.

In order to derive statistical information from the wavelet 
analysis, a histogram is used. The representation of this 
histogram is given in Fig. 6.

Fig. 6.  Histogram representation of the snoring signal.

From Fig. 6, we observe that the distribution of the positive 
and negative values is not the same (considering the non-
stationary character of the signal). Also, the major concentration 
of the values (almost 85 %) is around zero.

Finally, we noticed that the shape of the histogram reflects 
the Gaussian nature of the signal distribution which will be 
exploited in section III.

B.4. Power Spectral Density technique and Spectral 
Envelope  
The computation of the Power Spectral Density (PSD) is 

realized using the Welch’s method. Therefore, the PSD of the 
snore signal is shown in Fig. 7.

The Fig. 7 shows that the smooth character of the complete 
snoring signal is better than the apnea part, and the most 
energy of the signal (complete or partial) is concentrated 
in the frequency interval [0 14] (kHz). We can also see the 
existence of some peaks such as at 1.25 kHz and at 3.2 kHz. 
These peaks are important because they help to locate formants 
of an acoustic signal. These formants are used, as parameters, 
in many applications such as acoustic synthesis and speech 
recognition. In addition, we can see the existence of an abrupt 
decrease in energy around the frequency 14 kHz (exactly 13.8 
kHz). This is due to the non-regular nature of the snoring 
signal.

Next, to confirm the results of the power spectral density 
technique, we apply the spectral envelope method that 
represents the spectral magnitude versus the frequency. And 
gives an envelope to the spectrum by linking the peaks. In Fig. 
8, we show the spectral envelope of the snoring signal.
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Fig. 7.  Welch power spectral density estimation of: (a) Complete signal, (b) 
Apnea-part of snoring signal 
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Fig. 8.  The spectral envelope of: (a) Complete signal, (b) Apnea-part of snoring signal 

The results shown in Fig.8 are similar to those of Fig. 7, 
and we have the same collapse of power around the frequency 
14 kHz.

III. Theoretical Approach of Time Analysis

The  International Telecommunication Union  (ITU) had 
imposed and coordinates some standards for telecommuni-
cations to better exploit the frequency band of speech. Among 
these standards, the silence elimination in speech keeps only the 
voice. This latter guarantees the effectiveness of transmission, 
because only speech activity is detected and treated. 

The most used technique for silence elimination is VAD 
(Voice Activity Detection), it consists of detecting the presence 
or absence of human speech. 

In our case, we consider the snoring signal as the voice 
and the long delay between two episodes of snore as an apnea 
sequence.  

Various VAD algorithms have been developed. These 
algorithms used an energy threshold to separate the presence 
or absence of voice. In this work, we propose to introduce the 
VAD technique in our system to detect apnea episodes in the 
snoring signal. This is shown in the following figure (Fig. 9).

Fig. 9.   Flow chart of the proposed system

We have applied three (03) different thresholds. First, we 
consider a fixed threshold with an experimentally value of 0.05. 
Then, we use an adaptive threshold which varies according 
to each frame of the snoring signal. For this latter threshold, 
we have selected two (02) techniques, a soft threshold and a 
Gaussian threshold. 

The soft threshold was given by D.L. Donoho in [17] as:
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wmean is a parameter depending on the frames number, the energy 
of each frame and the zero crossing number. k is a constant 
which can be determined empirically. σw

 2 is the variance. 
Finally, the Gaussian threshold is expressed as follows:
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where FWHM is the Full Width at Half Maximum, which 
expressed the difference between the two extreme values of 



ELECTRONICS, VOL. 23, NO. 2, DECEMBER 201972

the Gaussian distribution. Since we have shown the Gaussian 
nature of our snore signal (see Fig. 6), we apply this last 
threshold to each frame of the signal. Thresholds mean is then 
taken (Fig. 10).

Fig. 10.  Shape of a Full width at half maximum 
 

As an example, Fig.11 presents the Gaussian distribution 
corresponding to the 10th frame.
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Fig. 11.  FWHM of the 10th frame. 

The application of the VAD technique based on the different 
thresholds, cited before, gives the following results:
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Fig. 12.  Detection of snoring episodes by applying the VAD with: (a) fixed 
threshold, (b) soft threshold, and (c) Gaussian threshold.

We remark from Fig.12 that the duration of the snoring 
episode depends on the VAD, and more precisely on the 
threshold level. Notice also that the decision of considering a 
silence as a sleep apnea episode depends on its duration, its 
repetition per hour, and a subject examination by a doctor.

A. Performance evaluation measure of the proposed system:
Measuring the quality of a sound signal is an important and a 

very difficult task. There are objective and subjective measures. 
These latter are based on the tests of direct listening (qualified 
normative auditors who hear). These measures are expensive 
and difficult to apply on a snoring signal. Therefore, they have 
been replaced by objective methods [18].

Several objective speech quality measures were evaluated 
such as: segmental Signal to Noise Ratio (segSNR), distortion 
(signal distortion, background distortion), PESQ (Perceptual 
Evaluation of Speech Quality) and others [19].

Perceptual Evaluation of Speech Quality, is a standardized 
objective method of measuring speech quality. A detailed 
description of PESQ can be found in ITU-T Recommendation 
P.862 (02/01) (standards for telecommunications and Infor
mation Communication Technology of the International Tele
communication Union ‘ITU’) [20]. The original and degraded 
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signals are aligned in time to correct for delays, and then 
processed through an auditory transform to obtain the loudness 
spectra. The absolute difference between the degraded and 
original loudness spectra is used as a measure of audible error in 
the next stage of PESQ computation. The objective evaluation 
allows transformation of the reference and degraded signal 
to an internal representation resembling a psychophysical 
representation of audio signals in the human auditory system 
[21].

The final PESQ score is computed as a linear combination of 
the average symmetrical disturbance value dsym and the average 
asymmetrical disturbance value dasym as follows [22]:

asymsym dadaaPESQ .. 210 ++=     	              (8)
 
where a0 = 4.5, a1 = −0.1 and a2= −0.0309 .

We have chosen PESQ in order to show that the quality of 
a signal containing the information (speech, snoring, etc.) still 
remains acceptable after truncation following the use of the 
VAD. By applying the PESQ_MOS (wideband measurements) 
to our system with two sampling frequencies: 44100Hz (original 
recording frequency) and 16000 Hz (standard frequency for 
PESQ), we get the results shown in Table 1. Notice that the 
PESQ calculation was done using the software given in [19].

Table I
Performance Evaluation measure by PESQ

Sampling frequency 
(Hz)

PESQ (fixed 
threshold)

PESQ (soft 
threshold)

PESQ 
(Gaussian 
threshold)

44100 2.9706 4.0261 4.5000

16000 2.5648 3.9832 4.4095

According to Table I, the best PESQ score is given for the 
Gaussian threshold, this confirms the superiority of adaptive 
threshold compared to the fixed threshold.

IV. Conclusion

 In this work, we analyzed an irregular sleep snoring signal 
using several methods in time and frequency. The results in 
frequency domain were obtained by applying the Fast Fourier 
Transform (FFT), the Short Time Fourier Transform (STFT), 
the Discrete Wavelet Transform (DWT), and Power Spectral 
Density (PSD). Which show the existence of some peaks that 
can be used to locate formants of the snoring signal and its 
frequency band. These results were also confirmed by using the 
spectral envelope method. Concerning the time domain, Three 
variants of VAD technique were used to detect the snoring/
apnea episodes. Where, the VAD uses respectively, a fixed 
threshold, an adaptive soft threshold, and a Gaussian threshold.  
In order to choose the best threshold, a performance study of 
the method was done through the use of two (02) criterias. 
Firstly by subjective criteria via a simple listening of the sound 
signal issued from the VAD. Secondly by calculating the PESQ 
(Perceptual Evaluation of Speech Quality) score which is an 

objective quality measure. Both methods have confirmed that 
the Gaussian threshold is the best. 
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Abstract—This paper presents a modified power balance 
theory for extracting the reference compensating currents to shunt 
active power filter (SAPF) which is applied to illuminate current 
harmonics and compensate reactive power under unbalanced 
voltages and unbalancing Nonlinear loads. A new method has 
been proposed based proportional-integrator (PI) controller with 
tracking anti-windup protection is presented. The power balance 
theory is used to establish suitable current reference signals. The 
studied is carried out with Matlab/Simulink and power system 
tools to verify the performance of the proposed technique. The 
filtering method of the SAPF can achieve the THD% limit specified 
by the IEEE-519 standard.

Index Terms—Power Balance Theory, STF, SAPF, THD, 
Tracking Windup, Unbalance grid Voltage, Unbalanced non linear 
loads
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I. Introduction

Due to growing demand of energy, the power distribution 
system network becomes more and more polluted due to 

the presence of power electronic-based converts which creates 
a non-linear load in house appliances such as a television, 
computer, printers and fax machines, food preparation and 
cooking, lighting products that include electronic ballasts, and 
in industrial applications such as variable speed motor drives 
for HVAC and converter stations, flexible ac transmission 
system (FACTS), and static var compensators. Almost all 
new electrical or electromechanical equipment, contain power 
electronic circuits and/or systems, these loads increase the 
burden on the distribution system and pollute the supply system, 
and the harmonics injected by the power converters becomes 
inevitable and by consequence influence the performance of 

other loads which are connected to the same load terminal [1]. 
Therefore, it is clearly stated in the harmonic IEEE standard 
519 that the total harmonic distortion (THD) for current should 
be at most 5%. Hence, the 5% of current THD limit has always 
been the performance target that all researchers and designers 
are trying their best to achieve. In the beginning, the researchers 
propose techniques based on the conventional passive filters 
[2]. And due to its fixed mitigation abilities and bulky size, the 
designer replaces them. By another filter which uses power 
semiconductor switching devices such as insulated gate bipolar 
transistors (IGBT) [3].        

Among the solutions proposed and applied by the research 
to eliminate these harmonics, and minimize the effects of 
nonlinear is the shunt active power filter (SAPF) [4]. Very 
much effort has been made to control the SAPF, and different 
algorithms emerged for the harmonic detection, which considers 
the speed, the filter stability, easy, inexpensive implementation, 
and the detection accuracy, in the time domain as well as in 
frequency domain. 

The time domain methods are most widely used based 
on the instantaneous derivation of reference current signals 
from harmonic-polluted sources to gain more speed and less 
complexity in calculations [5]. To generate the reference cu
rrent for SAPF, the most popular one that has been developed 
in the field of harmonic detection is the instantaneous power 
theory by H. Akagi [6]. Which has been proved to be effective 
operation and has a good performance under balanced voltage 
source conditions [7].  Among different harmonic compensation 
techniques, the SRF (Synchronous Reference Frame) method, 
which is usually used the LPF as a conventional second order 
low pass filter to separate the DC component of the current [8]. 
This method leads to an increase in the reaction time of the 
active power filter by prolonging the time response of the LPF.  

One other problem of the conventional SRF technique is 
that load current compensation will not be well done if the load 
terminal voltages are distorted, and thus a PLL (Phase Locked 
Loop) proposed to extract the direct fundamental component of 
the network voltage [9]. 

Some papers have proposed different solutions to improve 
the result of compensation and the drawbacks of the conventional 
SRF and PQ methods. In [10]. A modified PLL structure was 
proposed to improve the THD which is limited in the best case 
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to 2.7%. In [11]. A self-tuning filter was used with SRF and PQ 
under non-sinusoidal load terminal voltage condition. 

This method was limited the THD to 2.30%. In [12]. A 2nd 
order low pass filter wavelet-based multi-resolution analysis is 
deployed using SOGI (Second Order Generalized Integrator) to 
extract the fundamental frequency component of an unbalance 
and nonlinear load current. The THD of this method is limited to 
2.08%. In [13], [14]. Icosα algorithm is used which is consider 
to be the product of its magnitude and a unity of sine wave 
which can be obtained from PLL block. The THD gets from 
this method is limited to 1.25However, the three-phase power 
system cannot be continuously balanced, which is the case in 
the present time, and the reason of this is the majority of loads 
in the distribution systems are unbalanced in radial distribution 
feeders, and the power quality problems are more prevailing in 
the grid which are prime concerns in the distribution system and 
this necessitates the study of the combined effect of unbalance 
and nonlinearity on power system voltages and currents. Thus, 
the direct application of the instantaneous power theory will 
result in large errors.  

To overcome the limitations in the existing methods, a 
modified power balance theory is proposed and developed 
in this paper based on cascade second-order filter to handle 
unbalanced three-phase voltage sources with unbalance 
load system with practical considerations. The algorithm is 
simple with less memory requirement which makes it easy to 
implement and which uses indirect current control technique in 
estimating the fundamental load components. The DC capacitor 
voltage is recovered and attains the reference voltage through 
the PI controller having anti-windup integral action.

II. Literature Review

The APF technology got a real enhancement and a major 
factor in advancing the APF technology with the introduction 
of insulated gate bipolar transistors (IGBTs) [15]. Rather than 
the use in the initial state the BJTs, MOSFET and GTOs. Based 
on converter topology, type, and number of phases, the Active 
Power Filter can be classified Shunt as shown in Fig.1or Series 
or a combination of both and can be either a voltage source 
inverter (VSI) or current source inverter (CSI) in terms of 
type, the classification can also be in terms of phase a two-wire 
(single phase) and three- or four-wire three- phase systems.

Fig.1.  Block diagram of the APF [16]

III. Material and Methods

The main advantage of power balance theory is the fast 
detection of distortion with high accuracy and quick response 

extraction of reference source currents. The basic equations of 
power balance theory for the generation of switching signals for 
VSC are given below.

A. The in Phase Component of Reference Source Currents

			   (1)

 is the amplitude of the terminal voltage at PCC. The unity 
sine waves of the phase main voltages are estimated as:

    (2)

The consumed load active power will be calculated as follows:

			   (3)

The supply current has two components. 
• The first is required for DC component of load consumed 

power 
The magnitude of the fundamental active power component 

of load current can be estimated as:

	 	 (4)

Where  is the DC component extracted from the total 
consumed active power after filter out by using a self-tuning 
filter (STF) which is the most important part of this control 
which allows making insensible to the disturbances and filtering 
correctly the current.

• The second component is required for the self-supporting 
DC bus voltage of the filter can  be expressed as:

			   (5)

Where   is the error in DC bus voltage between 
the sensed and the reference respectively. The proposed method 
is to use the PI controller with anti-windup integral action. 

In this paper, study has been carried out using tracking anti-
windup scheme.

After we obtain the two parts of the currents, we propose to 
filter out again to eliminate the ripple by using a second-order 
low pass filter where the cut-off frequency is 50 Hz and the 
damping factor Zeta is 0.707.

B. The Tracking Windup 
In nonlinear loads, some effect must be taken into consi

deration such as the actuator saturation; the neglecting 
phenomenon leads to closed-loop instability, especially if the 
process is open-loop unstable.

Such undesirable condition can arise.  If the error is too 
large or it remains non-zero for a long duration during which 
the integrator causes the rollover [17]. To limit the output a 
saturation block can be used at the output terminal as shown 
in Fig. 2.
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Fig. 2.  Saturation function [17]

Saturation can be defined as the static nonlinearity

			   (6)
			   (7)

		  (8)

Whereas the transfer function of a PI controller is expressed as:

	 	 (9)

The closed-loop transfer function of dc voltage regulation 
is given by:

						    
         ]	

(10)

We can obtain the proportional constant by solving the 
second order equation above and replacing the values of the 
capacitor C, the reference DC voltage which is in our case 120V 
(simulation parameter Table I) and by knowing ζ 0.707, ω and 
cut off frequency 50Hz respectively.

The choice of limiting gain  in Fig. 3 depends on 
acceptable restriction on integrator output. The higher value 
keeps the actual output close to the saturated output which in 
turn enables the controller to come out of saturation quickly 
when the error reverses.

Fig. 3.  Block diagram of the Tracking Anti-Windup regulator

Here the difference of actual output and saturated output is 
fed back through again to reduce the amount of error input error 
going into the integrator.

From the circuit above

		  			   (11)

where:

	 (12)

Hence, by replacing “(11)” into “(12)” yields

	 (13)

The solution of the above equation for a given error
  Yields:

		  	 (14)
			 

Replacing “(14)” in “(11)” yields

 
	 (15)

It can be observed from the dynamic and steady-state 
relationships that the dynamic part goes to zero if the value of 

 has to be high and hence  and  controller will 
come out of saturation quickly when the error input reverses.

C. Self-Tuning Filter
To obtain a satisfactory extraction, the dynamic regime is 

slow. In general, the cutoff frequency is chosen between 5 Hz 
and 35 Hz, which then generates instability of the active power 
filter during rapid changes in the load. 

In the opposite case, if a higher cutoff frequency is chosen, 
the accuracy of the determination of the alternative component 
is impaired and may prove insufficient [18]. For these reasons, 
a new type of extraction filter named self-tuning filter (STF) has 
been developed as shown in Fig. 4.

Fig. 4.  Block diagram of STF

The transfer function of the STF is defined as:

	 (16)

From the integral effect on the input magnitude, the STF 
does not alter the phase of the input, hence   and 
have the same phase [19].
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The three-phase references of source current are calculated 
as:

	 (17)

	 (18)

		  (19)

The compensating current could be obtained by subtracting 
the load current from the reference supply current [20]. The 
generated currents pass through a Hysteresis Current Control 
HCC to obtain switching signals needed in semiconductors 
commutation of the VSC.

IV. Results and Discussions

A MATLAB/Simulink model of the control system is 
developed to verify the performance of the proposed technique. 
Three variable RL type nonlinear load groups’ gives in Table 
I and different operating unbalance supply voltage in Table II.

Table I
Simulation Parameters

Parameter value
Source voltage 100V

System frequency 50Hz
DC link Capacitance 1100 µF
Source inductance 1.3 mH
Source resistance 0.42 Ω

Coupling inductance 2m H
Coupling resistance 0.1 Ω

Load 1 8Ω , 3mH
Load 2 12Ω , 5 mH
Load 3 30Ω , 4 mH

Kp 0.1074
Ki 0.2055

Table II
Simulation Parameters

0% 10% 20% 30%
Phase A 100 V 100V 100 V 100 V
Phase B 100 V 90 V 80 V 70 V
Phase C 100 V 110 V 120 V 130 V
THD% 1.115 1.286 1.711 2.411

Fig. 5.  The system before applying the SAPF (p hase A)

Fig. 6.  The load currents

Fig. 7.  The reference current followed by the fundamental after using SAPF

Fig. 8.  The fundamental component of the active power of the three phases

Fig. 9  The fundamental component of the active power of the three phases after 
using cascade 2nd order filters

Fig. 10.  The system after applying the SAPF (phase A)
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Fig. 11.  The DC component of the fundamental current before and after 
using the 2nd order LPF. Stability of the fundamental current after introducing 
load2and load 3 at 0.1s, and after 0.2s respectively.

Fig. 12.  Elimination of current signal ripple after using 2nd cascade filter 

Fig. 13.  The Voltage of the DC link side

Fig. 14.  Harmonic Order

Table III
Comparaison of the Performance in the Proposed Method Against 

Other Design
Reference Technical used  THD %

[10] modified PLL structure 2.7
[11] self-tuning filter 2.30
[12] 2nd order low pass 

filter wavelet-based 
multiresolution

2.08

[13]-[14] Icosα 1.25

Presented 
work

PI controller with Tracking 
anti windup

1.115

A comparison of the achieved SAPF performance with 
respect to other realized with various designs for 3 phase 
unbalance non linear loads is summarized in Table III. It is clear 
that our proposed shows low percentage of THD even in the 
case of unbalanced grid voltage.

V. Conclusion

Simulation of three-phase three-wire shunt active power 
filter under unbalanced nonlinear loads and unbalanced grid 
voltage have been performed for improving power quality 
aspect at distribution system such as harmonic suppression. 
A modified  Power Balance Theory technique based on PI 
controller with Anti windup integral action as a closed-loop 
regulator to eliminate the roll-over of the integrator and place 
it within a saturation region have been used to extract the 
fundamental component of the load current. A combination 
of a second-order low pass filter with Self Tuning Filter has 
been utilized for reference to current extraction. The result has 
shown that the proposed method has been found satisfactory 
in achieving harmonic reduction, compensation of reactive 
power and balancing in current supply. The study shows a good 
performance in terms of THD percentage which gives 1.115% 
in case of balanced grid voltage unbalanced three nonlinear 
loads integrated into the system in the different instant of time 
simulation as shown in Fig. 10 and also by using the proposed 
solution, the stability of the system on the DC link side is 
satisfactory. The simulation results from Table II, shows also 
the standard IEEE 519 is satisfied under 10%, 20%, 30% of 
unbalanced supply voltage [21].

References

[1]	 Singh, B.; Al-Haddad, K.; Chandra, A. “A review of active filters for 
power quality improvement”, IEEE Trans. Industrial Electronics, vol.46, 
no.5, 1999.

[2]	 K. Al-Haddad, Power Quality: Problems B. Singh, A. Chandra, Problems 
and Mitigation Techniques, John Wiley and Sons, U.K., 2015, pp. 48–89.

[3]	 P. Kanjiya, V. Khadkikar, and H. H. Zeineldin, “A non-iterative optimized 
algorithm for shunt active power filters under distorted and unbalanced 
supply voltages” IEEE Trans. Industrial.  Electronics, vol. 60, no.12, 
pp.5376–5390, 2013.

[4]	 B. Singh, S. Arya, A. Chandra, and K. Al-Haddad, “Implementation of 
adaptive filter in distribution static compensator”, IEEE Transaction. 
Industrial Applications, vol. 50, no. 5, pp. 3026–3036, 2014.

[5]	 De AraujoRibeiro, R.L.; De Oliveira Alves Rocha, T.; Maciel de Sousa, 
R.; dos Santos Junior, E.C.;Lima, A.M.N. “A robust DC-link voltage 
control strategy to enhance the performance of shunt active power filters 
without harmonic detection schemes”. IEEE Trans. Industrial. Electron, 
vol.62, no. 3, pp. 803–813, 2015.

[6]	 M.Ramya, M .Sathyapriya, A. Benazir Hajira ,P.Kumar. “Mitigation 
of line current harmonics using shunt active filter with instantaneous 
real and reactive power theory”,  Journal of Electrical and Electronics 
Engineering. vol. 9, no.2, pp.59–67, Mar-Apr 2014.

[7]	 Joao Afonso, Mauricio Aredes, Edson Watanabe, J ulio Martins “Shunt 
active filter for power quality improvement”, In Proc. Conf.  UIE 2000  
Electricity for a Sustainable Urban Development”, Lisboa , Porugal, 
2000, pp 683-691.

[8]	 K-L. Areerak and K-N. Areerak, “The comparison study of harmonic 
detection methods for shunt active power filters”, International Journal 



ELECTRONICS, VOL. 23, NO. 2, DECEMBER 201980

Of Electrical Computer Energetic Electronic and Communication 
Engineering vol. 4, no.10, 2010.

[9]	 Papan Dey, Saad Mekhilef “Current controllers of active power filter for 
power quality”, AUTOMATIKA vol.56.no.1, pp.42-54, 2015.

[10]	 Kesler M, Ozdemir E. “Synchronous reference frame based control 
method for UPQC under unbalanced and distorted load conditions”. IEEE 
Transaction Industrial Electron, vol.58, no.9, pp. 3967–3975, 2011.

[11]	 Biricik S, Ozerdem OC, Redif S, Kmail MOI. “Performance improvement 
of active power filters based on P-Q and D-Q control methods under non-
ideal supply voltage conditions”. In Proc. Conf Electrical and Electronics 
Engineering ELECO IEEE, Bursa, Turkey. New York, NY, USA, 2011, 
pp. 1312–1316.

[12]	 Isaac K, Emmanuel A.F A “2nd order LPF wavelet based control Scheme 
for shunt active power filter”. In Proc. Conf. IEEE PES-PowerAfrica, 
Accra, Ghana, 2017, pp. 444–448.

[13]	 Ilango K ,Manitha P.V, Manjula G Nair “Modifieded Icos controller for 
shunt active filer interfacing renewable energy source and grid” In Proc. 
Conf. American Applied Science Research Institute  on Power and Energy 
Systems, USA, 2012, pp. 62–68.

[14]	 Chrles. S , Member, IACSIT , G. Bhuvaneswari “ Comparison of three 
phase shunt active power filter algorithms” International journal of 
computers and Electrical Engineering, vol. 2 no. 1,  pp. 1793–8163, 
February, 2010.

[15]	 D. Vrancic. “Design of Anti-Windup and bumpless transfer protection”, 
Ph.D. dissertation, Dept. Elect. Eng., Ljubljana Univ., Slovenia, 1997,

[16]	 Chennai Salim, Benchouia M-T, “Three – phase three wire shunt 
active power filter based on hysteresis, fuzzy and MLPNN controllers 
to compensate current harmonics” Journal of electrical and control 
engineering American V-king Scientific Publishing, vol. 3 no. 3, pp. 6–12, 
2013.

[17]	 A. Visioli. “Modified anti-windup scheme for PID controllers”, IEE 
Control Theory and Applications, IET Publishing, vol.150, no.1, pp. 49–
54, January 2003.

[18]	 Mihai Ciobotaru, Remus Teodorescu and Frede Blaabjerg “A new single-
phase PLL structure based on second order generalized integrator”, In 
Proc.37th Conf. IEEE, Power Electronics Specialists, South Korea, 2006, 
pp. 453–459. 

[19]	 A. Scott Edward Hodel and C. E. Hall. “Variable-structure PID controls to 
prevent integrator windup”, IEEE Transactions on Industrial Electronics, 
vol.48 no.2, pp. 442–451, 2001.

[20]	 J. M. Espi, J. Castello, R. Garcia-Gil, G. Garcera, and E. Figueres, “An 
adaptive robust predictive current control for three-phase grid connected 
inverters,” IEEE Trans.  Industrial Electronics, vol. 58, no. 8, pp. 3537–
3546, Aug. 2011. 

[21]	 IEEE Recommended Practices and requirement for Harmonic Control on 
electric power System, IEEE Standard 519, 1992.



Abstract—These instructions give you guidelines for preparing 
papers for ELECTRONICS journal. Use this document as a 
template if you are using Microsoft Word 6.0 or later. Otherwise, 
use this document as an instruction set. The electronic file of your 
paper will be formatted further. Define all symbols used in the 
abstract. Do not cite references in the abstract. Do not delete the 
blank line immediately above the abstract; it sets the footnote at 
the bottom of this column.

Index Terms—About four key words or phrases in alphabetical 
order, separated by commas.

Paper Classification
DOI: 10.7251/ELSxxxxxxxx

I. Introduction

THIS document is a template for Microsoft Word versions 
6.0 or later.
When you open the file, select “Page Layout” from 

the “View” menu in the menu bar (View | Page Layout),  
which allows you to see the footnotes. Then, type over sections 
of file or cut and paste from another document and use markup 
styles. The pull-down style menu is at the left of the Formatting 
Toolbar at the top of your Word window (for example, the style 
at this point in the document is “Text”). Highlight a section 
that you want to designate with a certain style, then select the 
appropriate name on the style menu. The style will adjust your 
fonts and line spacing. Do not change the font sizes or line 
spacing to squeeze more text into a limited number of pages. 
Use italics for emphasis; do not underline. The length of the 
manuscript is limited to the maximum of 15 pages.

To insert images in Word, position the cursor at the insertion 
point and either use Insert | Picture | From File or copy the 

image to the Windows clipboard and then Edit | Paste Special | 
Picture (with “float over text” unchecked).

We will do the final formatting of your paper.

II. Procedure for Paper Submission

A. Review Stage
The manuscripts are to be submitted using the Electronics 

Journal online submission system – accessible from Journal’s 
homepage. Prepare it in two-column format as shown in this 
template. Place all figures and tables at the end of the paper 
(after the references) on separate page(s). Figures and tables 
must have the same caption names as referenced in the text. 
Only PDF format of the manuscript is allowed at the review 
stage. Please, check if all fonts are embedded and subset and 
that the quality of diagrams, illustrations, and graphics is 
satisfactory. Failing to provide above listed requirements is a 
valid reason for rejection.

B. Final Stage
When you submit your final version (after your paper has 

been accepted), prepare it in two-column format, including 
figures and tables in accordance with this template. Pack all 
of your files (manuscript source file in Word, figures, and 
manuscript PDF form) within one archive file (you may use any 
of the available file compression tools: WinZip, WinRAR, 7-Zip, 
etc.). Do not forget to provide the manuscript converted in 
PDF format that will be used as a reference for final formatting 
of your paper. Figures should be named as referenced in the 
manuscript (e.g. fig1.eps, fig2.tif, etc.)

C. Figures and Tables
Format and save your graphic images using a suitable 

graphics processing program and adjusts the resolution settings. 
We accept images in the following formats: PS, EPS, TIFF, GIF, 
and PNG. Additionally, it is allowed to use images generated 
by using one of the following software tools: Microsoft Word, 
Microsoft PowerPoint, or Microsoft Excel. The resolution of 
a RGB color file should be 400 dpi. Please note that JPG and 
other lossy-compressed image formats are not allowed. Use 
available software tools to convert these images to appropriate 
format.

Image quality is very important to how yours graphics 
will reproduce. Even though we can accept graphics in many 
formats, we cannot improve your graphics if they are poor 
quality when we receive them. If your graphic looks low in 

Preparation of Papers for Electronics
(September 2011)

First A. Author, Second B. Author, and Third C. Author

Manuscript received 15 September 2011 (write the date when you have 
first sent the manuscript for review). Received in revised form 20 October 2011 
(write the date when you have sent the manuscript in its revised form if revi-
sions required for your paper after review).

(Place here any sponsor and financial support acknowledgments).
F. A. Author is with the Faculty of Electrical Engineering, University of 

Banja Luka, Banja Luka, Bosnia and Herzegovina (corresponding author to 
provide phone: +387-51-222-333; fax: +387-51-111-222; e-mail: author@et-
fbl.net). 

S. B. Author was with Faculty of Technical Sciences, University of Novi 
Sad, Novi Sad, Serbia. He is now with the Institute “Mihailo Pupin”, Belgrade, 
Serbia (e-mail: author@pupin.rs).

T. C. Author is with the School of Electrical Engineering, University of 
Belgrade, Belgrade, Serbia, on leave from the Faculty of Electronic Engineer-
ing, University of Niš, Niš, Serbia (e-mail: author@elfak.ni.ac.rs).



quality on your printer or monitor, please keep in mind that 
cannot improve the quality after submission.

If you are importing your graphics into this Word template, 
please use the following steps:

Under the option EDIT select PASTE SPECIAL. A dialog 
box will open, select paste picture, then click OK. Your figure 
should now be in the Word Document.

If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome). 

Photographs and grayscale figures should be prepared with 
300 dpi resolution and saved with no compression, 8 bits per 
pixel (grayscale).

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures less 
than one column wide, as extreme enlargements may distort 
your images and result in poor reproduction. Therefore, it is 
better if the image is slightly larger, as a minor reduction in size 
should not have an adverse affect the quality of the image. 

III. Math

If you are using Word, use either the Microsoft Equation 
Editor or the MathType add-on (http://www.mathtype.com) for 
equations in your paper (Insert | Object | Create New | Microsoft 
Equation or MathType Equation). “Float over text” should not 
be selected. 

IV. Units

Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
units (in parentheses). This applies to papers in data storage. 
For example, write “15 Gb/cm2 (100 Gb/in2).” An exception 

is when English units are used as identifiers in trade, such as 
“3½-in disk drive.” Avoid combining SI and CGS units, such 
as current in amperes and magnetic field in oersteds. This 
often leads to confusion because equations do not balance 
dimensionally. If you must use mixed units, clearly state the 
units for each quantity in an equation.

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux density 
B or magnetic field strength symbolized as µ0H. Use the center 
dot to separate compound units, e.g., “A·m2.”

V. Helpful Hints

A. Figures and Tables
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and bottom 
of each column. In fact, all figures, figure captions, and tables 
can be at the end of the paper. Large figures and tables may span 
both columns. Place figure captions below the figures; place 
table titles above the tables. If your figure has two parts, include 
the labels “(a)” and “(b)” as part of the artwork. Please verify 
that the figures and tables you mention in the text actually exist. 
Please do not include captions as part of the figures. Do 
not put captions in “text boxes” linked to the figures. Do 
not put borders around the outside of your figures. Use the 
abbreviation “Fig.” even at the beginning of a sentence. Do not 
abbreviate “Table.” Tables are numbered with Roman numerals. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption.

TABLE I
Units for Magnetic Properties

Vertical lines are optional in tables. Statements that serve as captions for the 
entire table do not need footnote letters. 
aGaussian units are the same as cgs emu for magnetostatics; Mx = maxwell, G 
= gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = tesla, m = meter, 
A = ampere, J = joule, kg = kilogram, H = henry.

If you are importing your graphics into this Word template, 
please use the following steps: 

Under the option EDIT select PASTE SPECIAL. A dialog 
box will open, select paste picture, then click OK. Your figure 
should now be in the Word Document. 

If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome).  

Photographs and grayscale figures should be prepared with 
300 dpi resolution and saved with no compression, 8 bits per 
pixel (grayscale). 

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures less 
than one column wide, as extreme enlargements may distort 
your images and result in poor reproduction. Therefore, it is 
better if the image is slightly larger, as a minor reduction in 
size should not have an adverse affect the quality of the 
image.  

III. MATH

If you are using Word, use either the Microsoft Equation 
Editor or the MathType add-on (http://www.mathtype.com) 
for equations in your paper (Insert | Object | Create New | 
Microsoft Equation or MathType Equation). “Float over text” 
should not be selected.

IV. UNITS

Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
units (in parentheses). This applies to papers in data 
storage. For example, write “15 Gb/cm2 (100 Gb/in2).” An 
exception is when English units are used as identifiers in 
trade, such as “3½-in disk drive.” Avoid combining SI and 

CGS units, such as current in amperes and magnetic field in 
oersteds. This often leads to confusion because equations do 
not balance dimensionally. If you must use mixed units, 
clearly state the units for each quantity in an equation. 

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux 
density B or magnetic field strength symbolized as µ0H. Use 
the center dot to separate compound units, e.g., “A·m2.”

TABLE I
UNITS FOR MAGNETIC PROPERTIES

Symbol Quantity Conversion from Gaussian and 
CGS EMU to SI a

Φ magnetic flux 1 Mx → 10−8 Wb = 10−8 V·s 
B magnetic flux density,  

  magnetic induction 
1 G → 10−4 T = 10−4 Wb/m2

H magnetic field strength 1 Oe → 103/(4π) A/m 
m magnetic moment 1 erg/G = 1 emu  

→ 10−3 A·m2 = 10−3 J/T 
M magnetization 1 erg/(G·cm3) = 1 emu/cm3

→ 103 A/m 
4πM magnetization 1 G → 103/(4π) A/m 
σ specific magnetization 1 erg/(G·g) = 1 emu/g → 1 A·m2/kg
j magnetic dipole  

  moment 
1 erg/G = 1 emu  
→ 4π × 10−10 Wb·m 

J magnetic polarization 1 erg/(G·cm3) = 1 emu/cm3

→ 4π × 10−4 T 
χ, κ susceptibility 1 → 4π
χρ mass susceptibility 1 cm3/g → 4π × 10−3 m3/kg
μ permeability 1 → 4π × 10−7 H/m  

  = 4π × 10−7 Wb/(A·m) 
μr relative permeability μ → μr

w, W energy density 1 erg/cm3 → 10−1 J/m3

N, D demagnetizing factor 1 → 1/(4π)

Vertical lines are optional in tables. Statements that serve as captions for 
the entire table do not need footnote letters.  

aGaussian units are the same as cgs emu for magnetostatics; Mx = 
maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 
tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is
abbreviated. There is a period after the figure number, followed by two
spaces. It is good practice to explain the significance of the figure in the
caption.

V. HELPFUL HINTS

A. Figures and Tables 
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and 
bottom of each column. In fact, all figures, figure captions, 
and tables can be at the end of the paper. Large figures and 
tables may span both columns. Place figure captions below the 
figures; place table titles above the tables. If your figure has 
two parts, include the labels “(a)” and “(b)” as part of the 
artwork. Please verify that the figures and tables you mention 
in the text actually exist. Please do not include captions as 
part of the figures. Do not put captions in “text boxes” 
linked to the figures. Do not put borders around the 
outside of your figures. Use the abbreviation “Fig.” even at 
the beginning of a sentence. Do not abbreviate “Table.” 
Tables are numbered with Roman numerals.  

Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 



Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 
words rather than symbols. As an example, write the quantity 
“Magnetization,” or “Magnetization M,” not just “M.” Put units 
in parentheses. Do not label axes only with units. As in Fig. 1, 
for example, write “Magnetization (A/m)” or “Magnetization 
(A ⋅m-1),” not just “A/m.” Do not label axes with a ratio of 
quantities and units. For example, write “Temperature (K),” not 
“Temperature/K.” 

Multipliers can be especially confusing. Write 
“Magnetization (kA/m)” or “Magnetization (103 A/m).” Do not 
write “Magnetization (A/m) x 1000” because the reader would 
not know whether the top axis label in Fig. 1 meant 16000 A/m 
or 0.016 A/m. Figure labels should be legible, approximately 8 
to 12 point type.

B. References
Number citations consecutively in square brackets [1]. 

The sentence punctuation follows the brackets [2]. Multiple 
references [2], [3] are each numbered with separate brackets 
[1]–[3]. When citing a section in a book, please give the relevant 
page numbers [2]. In sentences, refer simply to the reference 
number, as in [3]. Do not use “Ref. [3]” or “reference [3]” 
except at the beginning of a sentence: “Reference [3] shows ... 
.” Please do not use automatic endnotes in Word, rather, type 
the reference list at the end of the paper using the “References” 
style.

Number footnotes separately in superscripts (Insert | 
Footnote).1 Place the actual footnote at the bottom of the 
column in which it is cited; do not put footnotes in the reference 
list (endnotes). Use letters for table footnotes (see Table I). 

Please note that the references at the end of this document 
are in the preferred referencing style. Give all authors’ names; 
do not use “et al.” unless there are six authors or more. Use 
a space after authors’ initials. Papers that have not been 
published should be cited as “unpublished” [4]. Papers that 
have been accepted for publication, but not yet specified for an 
issue should be cited as “to be published” [5]. Papers that have 
been submitted for publication should be cited as “submitted 
for publication” [6]. Please give affiliations and addresses for 
private communications [7].

Capitalize only the first word in a paper title, except for 
proper nouns and element symbols. For papers published 
in translation journals, please give the English citation first, 
followed by the original foreign-language citation [8]. All 
references must be written in Roman alphabet.

C. Abbreviations and Acronyms
Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined in the 

1 It is recommended that footnotes be avoided (except for the unnumbered 
footnote with the receipt date and authors’ affiliations on the first page). Instead, 
try to integrate the footnote information into the text.

abstract. Abbreviations such as IEEE, SI, ac, and dc do not have 
to be defined. Abbreviations that incorporate periods should 
not have spaces: write “C.N.R.S.,” not “C. N. R. S.” Do not 
use abbreviations in the title unless they are unavoidable (for 
example, “IEEE” in the title of this article).

D. Equations
Number equations consecutively with equation numbers 

in parentheses flush with the right margin, as in (1). First 
use the equation editor to create the equation. Then select 
the “Equation” markup style. Press the tab key and write the 
equation number in parentheses. To make your equations more 
compact, you may use the solidus ( / ), the exp function, or 
appropriate exponents. Use parentheses to avoid ambiguities 
in denominators. Punctuate equations when they are part of a 
sentence, as in
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Be sure that the symbols in your equation have been defined 
before the equation appears or immediately following. Italicize 
symbols (T might refer to temperature, but T is the unit tesla). 
Refer to “(1),” not “Eq. (1)” or “equation (1),” except at the 
beginning of a sentence: “Equation (1) is ... .”

E. Other Recommendations
Use one space after periods and colons. Hyphenate complex 

modifiers: “zero-field-cooled magnetization.” Avoid dangling 
participles, such as, “Using (1), the potential was calculated.” [It 
is not clear who or what used (1).] Write instead, “The potential 
was calculated by using (1),” or “Using (1), we calculated the 
potential.”

Use a zero before decimal points: “0.25,” not “.25.” Use 
“cm3,” not “cc.” Indicate sample dimensions as “0.1 cm x 0.2 
cm,” not “0.1 x 0.2 cm2.” The abbreviation for “seconds” is “s,” 
not “sec.” Do not mix complete spellings and abbreviations of 
units: use “Wb/m2” or “webers per square meter,” not “webers/
m2.” When expressing a range of values, write “7 to 9” or “7-9,” 
not “7~9.”

A parenthetical statement at the end of a sentence is 
punctuated outside of the closing parenthesis (like this). (A 
parenthetical sentence is punctuated within the parentheses.) In 
American English, periods and commas are within quotation 
marks, like “this period.” Other punctuation is “outside”! Avoid 
contractions; for example, write “do not” instead of “don’t.” 
The serial comma is preferred: “A, B, and C” instead of “A, B 
and C.”

If you wish, you may write in the first person singular 
or plural and use the active voice (“I observed that ...” or 
“We observed that ...” instead of “It was observed that ...”). 
Remember to check spelling. If your native language is not 
English, please get a native English-speaking colleague to 
carefully proofread your paper.



VI. Some Common Mistakes
The word “data” is plural, not singular. The subscript for 

the permeability of vacuum µ0 is zero, not a lowercase letter 
“o.” The term for residual magnetization is “remanence”; the 
adjective is “remanent”; do not write “remnance” or “remnant.” 
Use the word “micrometer” instead of “micron.” A graph within 
a graph is an “inset,” not an “insert.” The word “alternatively” 
is preferred to the word “alternately” (unless you really mean 
something that alternates). Use the word “whereas” instead 
of “while” (unless you are referring to simultaneous events). 
Do not use the word “essentially” to mean “approximately” 
or “effectively.” Do not use the word “issue” as a euphemism 
for “problem.” When compositions are not specified, separate 
chemical symbols by en-dashes; for example, “NiMn” indicates 
the intermetallic compound Ni0.5Mn0.5 whereas “Ni–Mn” 
indicates an alloy of some composition NixMn1-x.

Be aware of the different meanings of the homophones 
“affect” (usually a verb) and “effect” (usually a noun), 
“complement” and “compliment,” “discreet” and “discrete,” 
“principal” (e.g., “principal investigator”) and “principle” (e.g., 
“principle of measurement”). Do not confuse “imply” and 
“infer.” 

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 
are not independent words; they should be joined to the words 
they modify, usually without a hyphen. There is no period after 
the “et” in the Latin abbreviation “et al.” (it is also italicized). 
The abbreviation “i.e.,” means “that is,” and the abbreviation 
“e.g.,” means “for example” (these abbreviations are not 
italicized).

An excellent style manual and source of information for 
science writers is [9].

VII. Editorial Policy
Each manuscript submitted is subjected to the following 

review procedure:
•	 It is reviewed by the editor for general suitability for this 

publication
•	 If it is judged suitable, two reviewers are selected and a 

single-blinded review process takes place
•	 Based on the recommendations of the reviewers, the 

editor then decides whether the particular paper should 
be accepted as is, revised or rejected.

Do not submit a paper you have submitted or published 
elsewhere. Do not publish “preliminary” data or results. The 
submitting author is responsible for obtaining agreement of 
all coauthors and any consent required from sponsors before 
submitting a paper. It is the obligation of the authors to cite 
relevant prior work.

Every paper submitted to “Electronics” journal are single-
blind reviewed. For conference-related papers, the decision to 
accept or reject a paper is made by the conference editors and 
publications committee; the recommendations of the referees 
are advisory only. Undecipherable English is a valid reason for 
rejection.

VIII. Publication Principles

The contents of “Electronics” are peer-reviewed and 
archival. The “Electronics” publishes scholarly articles of 
archival value as well as tutorial expositions and critical reviews 
of classical subjects and topics of current interest. 

Authors should consider the following points:
1)	 Technical papers submitted for publication must advance 

the state of knowledge and must cite relevant prior work. 
2)	 The length of a submitted paper should be commensurate 

with the importance, or appropriate to the complexity, 
of the work. For example, an obvious extension of 
previously published work might not be appropriate for 
publication or might be adequately treated in just a few 
pages.

3)	 Authors must convince both peer reviewers and the 
editors of the scientific and technical merit of a paper; 
the standards of proof are higher when extraordinary or 
unexpected results are reported. 

4)	 Because replication is required for scientific progress, 
papers submitted for publication must provide sufficient 
information to allow readers to perform similar 
experiments or calculations and use the reported results. 
Although not everything need be disclosed, a paper must 
contain new, useable, and fully described information. 
For example, a specimen’s chemical composition need 
not be reported if the main purpose of a paper is to 
introduce a new measurement technique. Authors should 
expect to be challenged by reviewers if the results are 
not supported by adequate data and critical details.

5)	 Papers that describe ongoing work or announce the 
latest technical achievement, which are suitable for 
presentation at a professional conference, may not be 
appropriate for publication in “Electronics”.

IX. Conclusion

A conclusion section is not required. Although a conclusion 
may review the main points of the paper, do not replicate the 
abstract as the conclusion. A conclusion might elaborate on the 
importance of the work or suggest applications and extensions. 

Appendix

Appendixes, if needed, appear before the acknowledgment.

Acknowledgment

The preferred spelling of the word “acknowledgment” 
in American English is without an “e” after the “g.” Use the 
singular heading even if you have many acknowledgments. 
Avoid expressions such as “One of us (S.B.A.) would like to 
thank ... .” Instead, write “F. A. Author thanks ... .” Sponsor 
and financial support acknowledgments are placed in the 
unnumbered footnote on the first page, not here.
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