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Editor’s Column
Mladen Knezic

Life is like a pen. It’s getting shorter every day. Make
sure you draw something nice while it’s still there.

Nebojša Glogovac

Editorial Letter
DOI: 10.7251/ELS2024001K

THE first issue of Electronics journal in June 2020 brings
one review paper, which covers the application of swarm

optimization algorithms in the field of photovoltaic systems
control, and four regular papers reporting original research
results in the field of analog and digital electronics, image
processing, and electronics materials and technologies.

The first paper “A Comprehensive Review of Swarm Op-
timization Algorithms for MPPT Control of PV Systems
under Partially Shaded Conditions,” authored by D. Pilakkat,
S. Kanthalakshmi, and S. Navaneethan, is a review paper
that provides a survey on different Swarm Intelligence (SI)
based maximum power point tracking (MPPT) algorithms for
photovoltaic (PV) systems. As pointed out by the authors, the
described algorithms are suitable for operation under partially
shaded conditions.

The paper “Revisiting Analytical Models of N-Type Sym-
metric Double-Gate MOSFETs,” by R. U. Ahmed and P.
Saha, presents analytical models of n-type symmetric double-
gate MOSFETs based on analyses of electrostatic potential
distribution. The authors provided mathematical derivations
of the device models and carried out numerical simulations
to validate their repeatability.

The paper “On the Implementation of Multi-Bit Inexact
Adder Cells and Application Towards Image De-Noising,” by
S. K. Beura, A. A. Jawale, B. P. Devi, and P. Saha proposes 2-
bit inexact adder cell and its extension to 4-bit and 8-bit adder

variants. The cell has been evaluated mathematically in terms
of error metrics and verified through the Cadence Spectre with
special focus on performance parameters such as delay and
power consumption. Moreover, the authors applied proposed
design to image de-noising application, where different image
processing metrics (namely, Peak Signal to Noise Ratio,
Normalized Correlation Coefficient and Structural Similarity
Index) has been analyzed through MATLAB simulations.

The paper “Characteristics of Zn1-xAlxO NR/ITO Compo-
site Films Oriented Application for Optoelectronic Devices,”
authored by N. D. Lam, focuses a hydrothermal method
for growing wurtzite type Zn1-xAlxO NR structures on ITO
substrate producing Zn1-xAlxO NR/ITO composite film. The
paper investigates influences of the Al doping concentration
on surface morphology, structural and optical characteristics
of the Zn1-xAlxO NR/ITO composite film. Moreover, the
author evaluates electrical property of the Zn1-xAlxO NR/ITO
composite film in order to find out optimized conditions for
application in optoelectronic devices fabrication.

The paper “A Novel Dual Output Schmitt Trigger Using
Second Generation Current Controlled Conveyor,” by A. Sri-
nivasulu, S. Zahiruddin, and M. Sarada, describes a novel
configuration of the Schmitt trigger using a topology with
the single second generation Current Controlled Conveyor
(CCCII) and only two externally connected resistors. The
proposed configuration is tested experimentally using current-
feedback operational amplifier (CFOA) and operational trans-
conductance amplifier (OTA) integrated circuits.

I thank the authors for their contribution to this issue of
the journal and to all the reviewers who participated in the
editorial process by providing valuable comments in timely
manner to the editors and the authors.
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Abstract—Nowadays many researchers have been investi-
gating on different photovoltaic (PV) modeling methods, various 
configurations of arrays, numerous algorithms, converter topol-
ogies etc to improve the efficiency of solar system. Improving the 
efficiency of solar panel by utilizing the correct maximum power 
point tracking (MPPT) control has become more important for 
conceiving the solar power reasonably.  For designing an efficient 
PV system, an appropriate literature review is necessary for all 
the researchers. In this paper, a compendious study of different 
Swarm Intelligence (SI) based MPPT algorithms for PV systems 
feasible under partially shaded conditions are presented. SI algo-
rithms use motivation from the foraging nature of animals and in-
sects. In the last few decades, SI has gained tremendous attention 
as it has been proven as an efficient control technique for global 
optimization problems. 

Index Terms—Bio-Inspired optimization algorithms, Max-
imum Power point tracking (MPPT), Solar PV systems, Swarm 
Intelligence (SI) algorithms. 

Review Paper  
DOI: 10.7251/ELS2024003P 

I.  Introduction

DUE to the cost reduction and governmental aids, the PV 
technology has grown rapidly in each year at a rate of 30% 

[1]. About 1.8*1011 MW power from sun is intercepted by the 
earth which is ever greater than any other form of energy con-
sumption [2]. Due to the partial shading on the PV panel the 
efficiency of the system will decrease, increase the cost and 
complexity [3]. Since the efficiency of the photovoltaic (PV) 
panel is approximately 20 % -30 %, the maximum power point 
tracking (MPPT) controllers in PV systems are very important. 
The performance of the PV system can be enhanced in combi-
nation with MPPT by means of electronic power controllers [4]. 

The efficiency of a PV system can be substantially increased 
beyond 95% by bringing the highest possible power out of a PV 
module. Numerous algorithms have been developed to track the 
maximum power point effectively. Most of the current MPPT 
algorithms vary in tracking speed, implementation expense, 
number of sensors used, implementation of hardware, abili-
ty to track true MPP during partial shading conditions (PSC) 
and other aspects. All the MPPT algorithms are essentially 
categorized under any of the two following: conventional and 
non-conventional MPPT algorithms.

 The conventional MPPT techniques such as Perturb and 
Observe (P&O) [5]-[6], Incremental conductance (INC) 

[7]-[8], Fractional Open Circuit Voltage (FOV) [9], Short-Cir-
cuit Current Control (SCCC) [10] are the most widely used 
techniques due to its simplicity and ease of implementation. 
Other types of MPPT algorithms, including Artificial Intelli-
gence (AI) [11], Fuzzy Logic (FL) [12]-[13], and Bio-Inspired 
(BI) [14] algorithms are also available in literature, which fall 
under the category of non-conventional MPPT algorithms. Bio-
logically inspired algorithms have been used in recent years as 
the key techniques to get the best solutions to real engineering 
design optimization problems. They always offer an optimal 
solution for optimization problems while maintaining a per-
fect balance between the components. Most researchers have 
paid more attention to this field in the last few decades. The 
two most predominant and successful classes in bio-inspired 
algorithms are evolutionary algorithms and swarm intelligence 
based algorithms. These algorithms are derived from the study 
of the natural evolution of living things and their swarming be-
havior. Fig.1 shows the general classification of different MPPT 
algorithms used in for photovoltaic applications. Nature-in-
spired optimization algorithms are developed as powerful tools 
to solve the complicated problems. SI is a fairly new interdis-
ciplinary research field, which has become popular these days 
[15]. It is possible to adapt and apply the characteristics and 
lifestyles of birds, animals and other living organisms to solve 
many real world problems. SI-based optimization algorithms 
have been developed to model animals’ intelligent behavior. 
In these modeling systems, by sharing information, a group of 
organisms such as ants, bees, birds and fish communicate with 
each other and with their environment, resulting in the use of 
their environment and resources. Many SI based algorithms 
such as Artificial Bee Colony algorithms (ABC)[16], Particle 
Swarm Optimization (PSO) [17], Bat Algorithm (BA) [18] 
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etc. have been used for many real world optimization applica-
tions including MPPT tracking. Nevertheless, some difficulty 
remains, and new algorithms are still required for better op-
timization. While new algorithms, including chicken swarm 
optimization (CSO) [19], Krill herd algorithm (KHA) [20], 
Grey Wolf Optimization (GWO) [21] etc., are still imminent, 
the development of a better algorithm from nature’s knowledge 
is an interesting research subject. This paper reviews the im-
plementation of various MPPT algorithms (particularly on SI), 
which are influenced by nature and are used in partial shading 
conditions (PSC) for solar PV systems.  

II. PV Systems Under Partial Shading Condition

A PV panel is the basic building block of a photovoltaic gen-
eration system (PGS). The PV panels consist of a large number 
of series or parallel solar cells to provide the necessary voltage 
and current. The change in temperature or irradiance will di-
rectly affect the output of PGS. When partial shading occurs, 
there exhibits multiple number of power peaks in power-volt-
age (P-V) curve. For better understanding of shading effects, 
Fig.2(a) shows a PV array with four modules connected in se-
ries (with bypass diodes connected in parallel with each module 

Fig. 2. Operation of solar PV array (a) under uniform insolation, (b) under shading condition, and (c) corresponding P-V curve [22]

Fig. 1. Classification of MPPT algorithms used in PV system
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and one blocking diode connected in series in the string) under 
uniform insolation condition. In Fig. 2(b) the PV modules are 
undergoing PSC and the corresponding P-V characteristics are 
shown in Fig. 2(c) with multiple power point (MPP) [22]. These 
complex P-V features would confuse local MPP (LMPP) moni-
toring, rather than global MPP (GMPP).To track GMPP, a glob-
al optimization algorithm is required, so that maximum power 
can be extracted from the PV panel.

III. Modeling Of A Pv System Under Partial Shading 
Conditions

 The general mathematical model in equation (1) gives the 
output power from a PV panel.

( )PV PV s
PV P ph P S

S op

q V + I R
I = N .I - N .I exp - 1

N .A.k.T

   
  
        

(1) 

where, NP and Ns represents parallel and series connected cells. 
Iph denotes the photo current of the module, Is represents sat-
uration current, q is electron charge, k is Boltzman constant, 
A is ideality factor and Top is module operating temperature in 
Kelvin. The equation (1) is no longer applicable in the case of 
PSC because dissimilar levels of irradiance are dispersed be-
tween the PV arrays as shown in figure number 2 (Fig. 2). The 
characterization of PV systems under PSC therefore requires a 
new mathematical model. Alajmi et al. undertook a comprehen-
sive study in 2013 on various irradiation conditions for various 
PV module connections [23]. The authors derived a general nu-
merical model for n series connected PV modules under partial 
shading conditions which is given in equation: 
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where ns
us is the number of unshaded PV modules and λun is the 

unshaded radiation. ns
sN is the number of partially shaded PV 

modules with the highest radiation level and λsN is the highest 
radiation level. N is the number of distributed radiation levels. 
Isc is the short-circuit current of the unshaded PV modules. I1step 
is the short-circuit current of the shaded PV module. I2step is the 
short-circuit current of the shaded PV modules with the highest 
radiation level.

IV.  Swarm Intelligence Based MPPT Algorithm for PV 
Systems

The following sections address various SI-based MPPT op-
timization algorithms used in PV systems.

A. Particle Swarm Optimization Algorithm (PSO)
It is an optimization algorithm based on swarm intelligence 

developed by Eberhart and Kennedy in 1995 [24]. This algo-
rithm is inspired from the swarm behavior of social animals 
like fishes and birds. In this, a large number of particles (agents) 
travel around in the search space in search for the best solu-
tion. Each particle in the problem space represents a potential 
solution vector Pi (Position). These particles adjust its veloc-
ity according to its own flying experience and experience of 
its companions. The velocity of each particle is represented by 
a velocity vector Vi. A fitness function ‘f’ shall be calculated 
using Pi as a quality measurement input. Each particle retains 
the best fitness it has achieved so far and sets it to Pbest as its in-
dividual best position. In addition, the best solution is taken as 
Gbest between all particles that have been achieved so far in the 
swarm. All of this information is made available for all particles 
to converge to the best global solution [25]. 

For finding an optimal solution for a problem, PSO adjusts 
the personal best position (Pbest) and global best position (Gbest) 
using the following equations:

( ) ( ) ( )( ) ( )( )1 1 best 2 2 besti j+1 i ij j jiV = wV +C r P - P +C r G - P  (3) 

( ) ( ) ( )i j+1 i i j+j 1P = P +V  (4) 

where Pi presents the position of particle and  is the velocity,
w  is the inertia weight which is used to represent the impact of 
previous particle velocity on its current one. r1 and r2 are ran-

dom variables uniformly distributed within  [0, 1].  1C and 2C  
are the coefficients of acceleration. The flowchart of conven-
tional particle swarm optimization is shown in Fig. 3.

PSO has been widely extended for various applications such 
as complex and multi-dimensional optimization problems. The 
major advantages of PSO includes simple computation, reliable 
and robust, guaranteed global convergence, and simple appli-
cation with less expensive controller. Recently, PSO algorithm 
has been considered as one of the promising algorithm for solu-
tion of global optimization problems.

i. Application of PSO in MPPT

 Miyatake et al. revised the standard PSO approach in 2007 
to be extended to regulate the MPPT [26] . The fitness function f 
often changes with regard to atmospheric or electric load varia-
tions in real-time applications. The algorithm must be restarted 
to track the real MPP in these instances. The particles are reini-
tialized if the above conditions change and the following two 
equations are used to identify them:

i+1| v |< vD  (5)

where vi+1 represents the velocity of the next particle and Dv 
represents change in velocity, and:

ii+1

i

P  - P
< - P

P
D  (6)

 
where Pi is the power output of the solar panel.
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The equations (5) and (6) correspond to agent’s conver-
gence detection and sudden change of insolation, respectively. 

For practical application of PSO for MPPT controllers in 
PV system, the position of particle, Pi is considered as the duty 
cycle di. Thus, the velocity, acts as a perturbation in the current 
duty cycle and the equation  changed as shown below. 

( ) ( ) ( )i j+1 i i j+j 1d = d +V  (7)

To reduce the difficulty in finding MPP, Phimmasone et 
al. in 2009 [27] modified the conventional PSO technique by 
adding a repulsive term to the PSO equation. This modification 
simplifies the PSO and enhances their response to monitor the 
MPP under different atmospheric conditions. It leads to greater 
productivity and lower costs. The enhanced PSO-MPPT algo-
rithm by means of overall energy production is superior to tra-
ditional PSO-MPPT methods.

In 2012, Ishaque and Salam, successfully modified the con-
ventional PSO algorithm by eliminating the random variables 
and introduced a new Deterministic PSO (DPSO) algorithm 
[28]. Moreover, only one parameter needs to be tuned in the 
proposed method; which is the inertia weight. For implement-
ing the DPSO algorithm they used TMS320F240 DSP on the 
Dspace DS1104. The authors claim that the proposed method 
has good accuracy and better speed compared to the conven-
tional hill climbing method.

In the same year, Liu et al. proposed a modified PSO al-
gorithm for PV generation systems under partial shading 
conditions [29]. In conventional PSO method equation (3) 

and (4) are used to update the particle, in which w, C1 and 
C2 are constants. In this paper, authors modified these con-
stants as variables and updated equation (3) as shown below.

( ) ( ) ( ) ( )( ) ( ) ( )( )1 best 2 besti j+1 j j j j j ji 1 i 2 iV = w V +C r P - P +C r G - P        (8)

To speed up the convergence the inertia weight, w is set as 
maximum in the initial condition and is linearly decreased us-
ing equation (9):

( )max max min
ma

j
x

k= -w -w w
k

w   (9) 

where, maxw  and minw  are the maximum and minimum values 
of  w , and kmax is the maximum allowed number of iterations. 

The direction of particles will also be biased by modify-
ing C1and C2. If C1>C2, it will move towards the direction of 
pbest, whereas if, C1<C2, it will move in the direction of gbest. In 
this paper, C1 and C2 are interpreted as linearly decreasing and 
linearly increasing functions, respectively with the help of the 
following equations:

( ) ( )1, max 1,max 1,min1 j
max

kC = C - C - C
k

 (10) 

( ) ( )2, min 2,max 2,min2 j
max

kC = C  C - C
k

 (11) 

In equation (10) and (11), 1,minC , 1,maxC  and 2,minC , 2,maxC  are 
the minimum and maximum values of C1 and C2, respectively.

Fig. 3. Flowchart of conventional PSO algorithm [26]
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 The authors claim the suggested approach has the follow-
ing benefits. (1) Very high tracking efficiency of over 99.5%. (2) 
Easy to implement. (3) Guaranteed convergence in a reasonable 
time to the optimal solution. (4) Furthermore, only knowing the 
number of series cells is necessary for the proposed method; 
therefore, the system is independent.

A hybrid PSO algorithm which combines the conventional 
P&O and PSO algorithm is introduced by Lian et al. in 2014 
[30]. The P&O algorithm first tracks the LMPP with the pro-
posed method, and then the PSO actively seeks the GMPP in 
the second stage. This results in less search space in the sec-
ond stage and quickly converges to GMPP. In 2016, Chaieb and 
Sakly introduced one of the other hybrid methods combining 
the Simplified Accelerated Particle Swarm Optimization (SAP-
SO) with the conventional Hill Climbing (HC) algorithm [31]. 
The author’s aim was to develop an MPPT controller with high 
efficiency, quick response and less hardware and software re-
quirements. For the validation of the proposed method under 
PSC it has been simulated and implemented for practical appli-
cation. It shows that under PSC the HSAPSO system can track 
GMPP in the same exactness and efficiency with less hardware 
complexity and cost than the traditional PSO.

B. Artificial Bee Colony Algorithm (ABC)
ABC is a reasonably new swarm intelligence based algo-

rithm for global optimization.It is introduced by Dervis Karabo-
ga in the year 2005 [32], based on the foraging behavior of hon-
ey bees. The artificial bee colony consists of three fundamental 
groups. They are employed bees, onlooker bees and scout bees. 
Fifty percent of the bee colony comprised of employed bees and 
other fifty percent made up of onlooker bees. The food source 
selection, evaluation, memorization and exchange of informa-
tion between the bees are the fundamental idea of artificial bee 
colony. Initially an employed bee goes to a food location to 
collect nectar and then it conveys the information about the 
location and quantity of the nectar to the employed bees with 
the help of waggle dance movements. The onlooker bees at the 
hive thus move towards the food location with the highest nec-
tar and begin exploitation. The employed bee with abandoned 
food source will become a scout and go for searching of new 
locations. 

i. Application of Artificial Bee Colony algorithm in MPPT
The flowchart of ABC algorithm used for MPPT in PV sys-

tem under PSC is shown in Fig.4. Total size of the bee colony 
is equally divided as employed bees and onlooker bees. All em-
ployed bees are randomly chosen different duty cycles using 
equation (12)and then this duty cycle are updated with the help 
of equation (13) based on the output power quantity.

[ ]( )i min max minx = d + rand 0,1 d - d
   

(12)
 

[ ]i-new i i i kx = x +  x - xφ  
   

(13)

where, iφ is an arbitrary variable selected between [-1,1]. The 
duty cycle with maximum power is optimized by comparing the 

probability factor associated with each duty cycle. The proba-
bility is calculated with the help of the following equation:

P

i
i N

N
N=1

p
f

f
=

∑
  (14)

where, if  is the fitness factor of ith location and is calculated 
by equation (15):

ii

i

1 ;if Objval 0
1+Objvalf =

1+ abs(Objval );Otherwise

 ≥




 (15)

where, Objval is the objective value at ith location. The process 
will reinitialize whenever there are changes in solar irradiation. 
The following condition of inequality characterizes this change 
in insolation.

pv pv_old
pv

pv_old

P - P
P %

P
≥ D  (16)

This condition makes sure that, even if the solar irradiance 
changes, ABC algorithm is always able to track the GMPP [33]. 

Several researchers have conducted MPPT control in PV 
systems based on this algorithm. In 2015, A soufyane Ben-
youcef et. al [34] proposed ABC algorithm to be used in MPPT 
in PV systems. The authors examined this algorithm under dif-
ferent partial shading conditions and compared it to the PSO al-
gorithm. For each shading pattern they executed this algorithm 
200 times and concluded from the result that the ABC algo-
rithm is performing better, specifically in terms of the number 
of successful convergences.

In 2013, the artificial bee colony MPPT algorithm was used 
by Bilal for photovoltaic plants [35]. The ABC algorithm to 
minimize the objective function is used here. For MPPT prob-
lems it is important to trace the maximum point at which power 
is maximum. To this end he proposed a transformation of the 
y axis to minimize objective function. The transformed power 
value is determined by the equation: 

P’ = 250 – P  (17)

where P is the instantaneous value of power. The maximum 
output power for the selected panel is 200W. So a transforma-
tion value of 250 is chosen for an efficient and non-interfering 
transformation. This transformation results in a mirror image 
of the PV curve. The author also compared the results of the 
ABC algorithm with those obtained by P&O for different shad-
ing patterns. Finally he concluded that at high irradiance levels 
ABC algorithm gives better results compared to P&O.

ABC MPPT was studied by Babar and Craciunescu in 2014 
for use with PV systems and compared with other algorithms 
such as P&O, Fuzzy Logic Controllers (FLC), and Genetic Al-
gorithm (GA) etc [19]. They used objective function maximi-
zation for maximum power extraction with certain functional 
modifications. The power is chosen as the objective function 
for MPPT problems. They noticed that the ABC algorithm was 
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tracking MPP and extracting maximum power very quickly. 
These are; however, subject only to uniform insolation condi-
tions.

The problem of MPPT under in-homogeneous insolation 
condition has been solved by Kinattingal Sundareswaran et. al 
in 2015 [37]. They developed an enhanced ABC algorithm in 
which the scout bee phase presented in the general ABC algo-
rithm has been eliminated and included a new reinitiating search 
phase. In this phase, if the solar insolation changes (it will have 
an impact on change in the power output) the algorithm will get 
reinitiated. Any power output shift has been sensed and sam-
pled in each 0.1s. They concluded that ABC has faster tracking 
characteristics and less oscillating power output. Based on the 
experimental validation of the developed approach, they con-
clude that the ABC algorithm shows better energy savings and 
revenue generation compared to other MPPT methods.

C. Ant Colony Optimization Algorithm (ACO)
 Another prominent SI algorithm is ACO, proposed by Mar-

co Dorigo in early nineties and effectively applied for several 
combinatorial optimization issues [38]. Later on, these algo-
rithm has been used for many continuous optimization prob-
lems [39]-[40]. This is a probabilistic algorithm inspired by the 
social behavior of ants based on how they find an optimal path 
for searching of their food.

 These ants randomly move along the search space to ex-
plore food source, while depositing pheromone on the ground 
in order to attract more members of the colony [41]. The quan-
tity of pheromone on the moving path is directly proportional 
to the amount of food. Thus, the trail with largest amount of 
pheromone becomes the target path [42].

 ACOR is one of the main ACO based algorithm proposed 
by Socha and Dorigo in 2008 for continuous optimization 
problem [43]. Initially there are k arbitrary solution vectors are 

Fig. 4. Flowchart of ABC algorithm used for MPPT [36]
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chosen. The vectors Si(i=1,2..k) and its fitness function f(si) in 
the archive are shown in Fig.5 [44]. The optimum solution is 
attained by updating all possible solutions in the archive until 
the stopping condition is met. The general procedure for gen-
erating solution for ACOR based optimization problem includes 
the following three steps. They are initialization,  generation of 
new solutions, and ranking and updating solution [45].
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Fig. 5. Solution generation process in ACOR [44]

Step 1: Initialization
In this step, initial values for all the parameters like, number 

of ants (N), size of archive (K), maximum number of iterations 
etc are selected. Then, k arbitrary solutions are generated and 
stored in the solution archive, with k ≥ N, and further, based on 
the fitness value, all these solutions are ranked as: f (s1) ≤ f (s2) 
≤ ...≤f (sl) ≤ ...≤f (sK)[44]. 

Step 2: Generation of new solutions
For each dimension, new solutions are generated by sam-

pling the probability density function which is represented by 
the following Gaussian kernel.
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where Gi(x) is the Gaussian kernel for the ith solution and gl
i(x) 

is the lth sub-Gaussian function for the ith solution. The mean, 
and standard deviation  is calculated by the following equa-
tions, respectively:
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where ξ is the speed of convergence (as ξ increases, conver-
gence time also increases) and Sl is the chosen solution.

Weight ωl is given by the following equation:
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where Q is a parameter representing the importance of the best 
ranked solution. More discussion about the parameters of Q  and 

ξ can be found in paper[43]. The probability of choosing the 
Gaussian sub-function is based on the following equation (22):
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Step 3: Ranking and archive updating
The above process is repeated for every sample and gener-

ates M new solutions. Add the newly generated solutions to the 
original solutions and rank all these M + K solutions. Then keep 
only the K best solutions in the archive. The whole procedure is 
repeated until the maximum iteration is reached or the termina-
tion conditions are satisfied. 

i. Application of Ant Colony Optimization algorithm in 
MPPT

In order to apply ACO to find MPP in solar PV systems, 
ant’s behavior in searching of food is mimicked by many re-
searchers. The pheromone deposition at each location is consid-
ered as the output power at that location and the position of ant 
is considered as duty cycle. The following steps involved in the 
process of ACO for MPPT.

Step 1: In this step the number of ants and step size of ant’s 
movement is fixed. Let the step size is labeled as ‘ϑ1’, which 
decreases exponentially as the iteration proceeds. ϑ1 for kth iter-
ation is given by,

( ) -k
1 0k = eϑϑ  (23)

where ϑ0 is initial step size.
Step 2: Locate these ants at different positions in the solu-

tion space. The minimum and maximum duty ratio is considered 
to be 10% to 90%. Thus the equal distribution of ants between 
10% to 90% of duty ratio will guarantee to track the GMPP. (In 
the traditional ACO, random distribution of ants is deployed).

Step 3: The power output of the PV system is calculated for 
each ant position. The amount of pheromone at each location 
shall be considered to be the power at that location.

Step 4: The ant with maximum pheromone will continue 
to stay at its current position, and all other ants will update its 
position using the following equation [46]:

k+1
i i 1d = d + aϑ 

 Subjected to

 dimin≤di
(k+1)≤dimax (24)

where is a unit vector. Iteration is said to be done if all the ants 
complete their action. 

Step 5: Repeat steps 3 and 4 until all the ants converge to 
MPP. 

L.L Jiang et al. in 2013 proposed ACO for MPPT under 
partial shading conditions [47]. In this paper, the authors suc-
cessfully analyzed the relationship between convergence speed 
and tracking accuracy. As the number of ants increases, possi-
bility to converge at the accurate duty cycle also increases. But 
it will take more time to converge all ants into the MPP. Smaller 
number of ants will give speedy convergence; conversely, they 
can simply happen to trapped on one of the LMPP. The viability 
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of this projected scheme is confirmed with the irradiance of dif-
ferent shading patterns by simulation. The correlation between 
the dimension of the archive and the proportion of the derived 
power for all the cases is examined in the paper.

In 2016, Sundareswaran et al. used 5s PV configuration with 
two different non uniform irradiance profiles in order to analyze 
the performance of ACO MPPT [46]. They have compared the 
conventional P&O with ACO and found that P&O method is 
a smoothly varying one with low ripple content in the output 
power but failed to track GMPP, whereas ACO is a promising 
method for tracking GMPP under PSC. Thus the authors have 
proposed a new MPPT method called ACO-PO, which com-
bines the global search ability of ACO in the formative stages 
and local search ability of P&O in the later stages. This method 
possessed good static and dynamic tracking characteristics with 
lower CPU usage. Experimental analysis is also presented to 
validate the novelty of the proposed algorithm.

S. Titri et al. in 2017 [48], proposed a modified ACO MPPT 
algorithm called ACO-NPU-MPPT.  They included a modifi-
cation in the Pheromone updating strategy so as to reduce the 
computational time with high accuracy, less oscillations and 
increased robustness. Various tests are conducted for different-
ly varying weather conditions and for different partial shading 
conditions. Validation of this algorithm has been performed by 
comparing it with some conventional, soft computing and bio-
logical methods.

D. Artificial Fish Swarm Algorithm (AFSA)

In 2002, Li et al proposed a new evolutionary swarm-based 
algorithm called Artificial fish swarm algorithm (AFSA) [49]. 
This algorithm is motivated by the intelligent behavior of fish 
swarms such as foraging, collision behavior and communica-
tion between fish individuals so as to reach the global optimum. 

Artificial fish (AF) is an imaginary creature of real fish, 
which is used for carrying out the analysis and justification of 
a problem, and can be realized by means of animal ecology 
theory. The solution space for an AF is mainly the environment 
where it lives and the states of other AFs. The current state 
and the states of the nearby fish determine the next behavior 
of an AF [50]while the receiver has no knowledge of the trans-
mitter spreading sequence, only knows the length of spreading 
sequence. The presented estimation method by Artificial Fish 
Swarm Algorithm (AFSA. Unlike in PSO algorithm, each AF 
keeps the current position and the companion’s position to ob-
tain the global best position, whereas in PSO past experiences 
are noted.

As shown in Fig. 6, AF observes external perception with 
its visual awareness. Current state of AF is denoted by vector 
X. The visual is equal to the visual distance, and XV is the future 
place in visual where the AF determines to shift towards. If XV 
has an improved food quantity than the current location, AF 
moves from X to Xnext. Or else, continues in the current position 
and selects another spot in its vision. 

Food density in location X is considered as the fitness value 
in that position, and denoted as f(X). The maximum length of 
each step is denoted as ‘step’. The distance between two AFs 

placed in Xi and Xj are determined by  (Euclidean distance) 
[51].

Fig. 6. Artificial Fish and the Environment [51]

This algorithm has been applied for many optimization 
problems and the different behaviors of fish are modeled math-
ematically as follows: [52]-[53].

(1) AF_Random Behavior:
The AF will move randomly in its area of vision. Let the 

current position be Xi. When it chooses another location, Xj, 
randomly it will move to that position. It is given by equation 
(25):

  • ()j iX X Visual rand= +  (25)

where rand() is the random number between [-1,1]. 
(2) AF_Preying Behavior:
Let F(X) is the quantity of food at each location (objective 

function). If F(Xi)>F(Xj) in a minimization problem, it contin-
ues in the current direction using equation (26):

( ) ( )
( )

( )

• •j i t
i t+1 i t

j i t

X - X
X = X +  Step rand()

X - X
 (26)

Otherwise, again select another random state Xj and check 
whether it satisfies the condition. If it cannot satisfy after some 
limit number, it moves a step randomly using equation: 

( ) ( )1  ()i t i tX X Visual rand+ = + ∗  (27)

(3) AF_Swarming Behaviour:
AF searches its companion AF, denoted as Xc, in its neigh-

borhood. If Xc has more food quantity than Xi, and the crowd 
factor of Xc is less than Xi, AF move towards Xc using the equa-
tion (28):

( ) ( )
( )

( )
1  ()c i t

i t i t
c i t

X X
X X Step rand

X X
+

-
= + ∗ ∗

-
 (28)

Otherwise it will follow the preying behavior.
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(4) AF_Following Behaviour:
An AF at position Xi find Xmax with F(Xmax) is the maximum 

value in the near fields, and position of Xmax is not too crowded, 
then follows equation .

( ) ( )
( )

( )
1  ()max i t

i t i t
max i t

X X
X X Step rand

X X
+

-
= + ∗ ∗

-  
(29)

(5) AF_LeapingBehaviour: 
In order to avoid setting up on local minima, AF will leap 

out of the current state, if there is no big difference in the food 
concentration, after some iteration and is determined by equa-
tion (30):

( ) ( )( )i jIf F X - F X < eps  
 

(30)

The new location is given by 

( ) ( )1  â ()t tX X Visual rand+ = + ∗ ∗

 
(31)

where is a parameter which will allow the AF to have some 
other abnormal behavior, and eps is a constant.

(6) AF_BulletinBehaviour:
This behavior is used to memorize the food concentration 

at current location and the optimal AF’s state. Each time the 
bulletin is updated and the optimal value is the final value of 
the bulletin. The algorithm will get terminated after completing 
the given number of iteration or a steady state of error range is 
achieved in the bulletin.

The process of AFSA is shown as follows:
(a) Initialize the AFSA parameters:  Population of AF, Itera-

tion time, Step, Visual, Crowd factor (δ), try_number. 
(b) Randomly generate position of AF using equation .
(c) Update the position of each AF using the four behaviors: 

Preying, Swarming, Following, Leaping, and Bulletin.
(d) Evaluation and fitness value of each AF is calculated. If 

better food location is not found after try_number, AF moves 
randomly.

(e) Repeat step c until termination criteria is satisfied.

i. Application of AFSA in MPPT
The position of AF is represented as the optimal duty ratio 

of the converter for MPPT control in PV systems. The objective 
function to be optimized is given as 

Maximize Ppv (d) 
Subject to the constraint:  dmin ≤ d ≤ dmax.

where d is the duty cycle, dmin and dmax represents minimum and 
maximum duty cycle values.

Being attracted by the prospective of the AFSA, many im-
provements for the ordinary AFSA have been developed recent-
ly. M. Mao et al. [54] proposed a modified AFSA based MPPT 
for grid connected PV system in 2017. The authors introduced 
some characteristics of PSO algorithm to the ordinary AFSA in 
order to improve its performance. 

 Initially they introduced the speed parameter of particle to 
each of the artificial fishes. The equation  for speed of particle 
is updated as follows:  

( )
( )

( )

c i t
i

c

i(t)t+

i

1

t

X - X
V = wV + * Step* rand()

X - X
 (32)

Secondly, memory is introduced and this makes the AF to 
swim around its optimal position. Thus the updated speed equa-
tion is:

( ) ( )
( )

( )
i t 1 i tV V   ()pbest i t

pbest i t

X X
step rand

X X
+

-
= w + ∗ ∗

-
 (33)

Thirdly, the communication behavior is introduced and up-
dated the equation as shown in equation (34):

( ) ( )
( )

( )

gbest i t
i t+1 i t

gbest i t

X - X
V = wV + * Step* rand()

X - X
 (34)

where Xgbest is  the global optimum position of AF.
In this paper, the objective function to be maximized is for-

mulated as the P-I characteristics of the series connected panels 
as shown in equation (35):

( )
1

* , , ,
sn

prog k k k
k

it I PV I Sunf T ns
=

= ∑  (35)
 
where, PVprog (I, Sun, T) is the characteristic function of output 
power versus current. I is the current, and Sun and T represent 
irradiance and temperature respectively. 

In paper [56]to maximize the performance of photovoltaic 
devices, Maximum Power Point Tracking (MPPT the authors 
implemented the AFSA for MPPT control of a single-stage PV 
grid-connected system. The optimal power output is extracted 
by tuning the parameters of AFSA by simulation. The authors 
considered three different schemes for obtaining the optimum 
values for iteration number and fish scale. It is also concluded 
that as the iteration count increases there is an improvement in 
output but the convergence time increases. Maximum power 
output with minimum time has been obtained in third scheme, 
by simultaneously changes the number of AF and number of 
iterations. The output is compared with traditional P&O MPPT 
control method. The authors proved the effectiveness and reli-
ability of the proposed AFSA method with both simulation and 
experimental analysis. 

The advantages of AFSA include high accuracy, flexibili-
ty, global search ability, fast convergence and fault tolerance. 
Whereas it has some disadvantages such as high time complex-
ity, lack of stability among global and local search.

V. Other SI based Algorithms

More over to the above discussed algorithms, some of the 
recently developed SI algorithms are reviewed in this paper 
based on the inspiration and advantages. Table 1 shows the 
comparison of newly introduced SI optimization algorithms 
used for MPPT control under PSC.
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VI. Conclusion

As far as the photovoltaic system concerned, the maximum 
power point differs with respect to the atmospheric conditions. 
Consequently the MPPT control techniques also gained impor-
tance to crop maximum power from PV systems. During partial 
shading conditions the chances of falling into local power peaks 
is high because of the presence of multiple power peaks in the 
P-V curve. In such cases, the tracking of global power peak is 
essential. In this article, a comprehensive review of swarm in-
telligence optimization control algorithms to track global pow-
er for photovoltaic systems under partial shading condition is 
presented. The review presented the recently emerging optimi-
zation algorithms and its application in PV system for tracking 

global maximum power point. The methods are compared in 
terms of their swarm intelligence and advantages.
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Abstract—Nowadays, the endlessly increasing demand for 
faster and complex integrated circuits (IC) has been fuelled by the 
scaling of metal-oxide-semiconductor field-effect-transistors 
(MOSFET) to smaller dimensions. The continued scaling of 
MOSFETs approaches its physical limits due to short-channel 
effects (SCE). Double-gate (DG) MOSFET is one of the promising 
alternatives as it offers better immunity towards SCEs and can be 
scaled to the shortest channel length. In future, ICs can be 
designed using DG-CMOS technology for which mathematical 
models depicting the electrical characteristics of the DG 
MOSFETs are foremost needed.  In this paper, a review on n-type 
symmetric DG MOSFETs models has been presented based on the 
analyses of electrostatic potential distribution, threshold voltage, 
and drain-current models. Mathematical derivations of the device 
models are described elaborately, and numerical simulations are 
also carried out to validate the replicability of models. 
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MOSFETs, potential distribution, review, threshold voltage. 
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I. INTRODUCTION 

OR  more than five decades, the semiconductor industries 
have been successful in providing continuous system 

performance improvement because of the invention of 
MOSFETs. Prior to this, bulky vacuum tubes were used for 
systems, but reliability and heat dissipations were major 
issues [1]. Therefore, researchers tried to realize the vacuum 
tube in solid-state for which the surface of semiconductors was 
studied thoroughly. Lilienfeld first reported the idea of 
enhancing the surface conductance of a semiconductor by 
application of electric field in 1930, but it was not successful 
because of the presence of large densities of surface states  

[2]-[3]. The first MOSFET was fabricated in 1960 by Kahng 
and Atalla [4] on a silicon substrate using an oxide layer (SiO2) 
as the gate insulator. Circuits based on single polarity 
MOSFETs (either p- or n-type) suffered from large static power 
dissipation, thereby limited the level of integration in a chip. 
The breakthrough in the level of integration came in 1963 with 
the invention of complementary metal-oxide-semiconductor 
(CMOS) [5]. In CMOS technology, both the n- and p-type 
MOSFETs were constructed side by side on the same substrate, 
and are connected in series between the supply terminals, so 
that there is negligible static power dissipation. 

The prediction proclaimed by Moore’s law has been 
achieved through scaling of MOSFETs. One of the most 
important parameters of a MOSFET is its channel length (𝐿𝐿), 
defined as the distance between the source and drain. For a 
given technology, there is a minimum value of 𝐿𝐿 below which 
the gate starts to lose control of the drain current (𝐼𝐼𝑑𝑑𝑑𝑑). This is 
because of the physical limits imposed by non-scalability of 
silicon energy band-gap (𝐸𝐸𝑔𝑔), built-in potential (𝑉𝑉𝑏𝑏𝑏𝑏), short-
channel effects (SCEs), and thermal voltage (𝑉𝑉𝑇𝑇) [6]. 
Conventionally, MOSFETs were scaled with a scaling factor 𝑠𝑠, 
(𝑠𝑠 ≈ 0.7). Scaling by this factor reduces 𝐿𝐿 to 𝐿𝐿 × 𝑠𝑠, oxide 
thickness (𝑡𝑡𝑜𝑜𝑜𝑜) to 𝑡𝑡𝑜𝑜𝑜𝑜 × 𝑠𝑠, while it increases doping 
concentration (𝑁𝑁𝑑𝑑𝑏𝑏) to 𝑁𝑁𝑑𝑑𝑏𝑏/𝑠𝑠 [7]. But this technique cannot be 
continued in the sub-micron regime, because increasing 𝑁𝑁𝑑𝑑𝑏𝑏 
gives rise to mobility degradation of carriers and random dopant 
fluctuation (RDF) [7,8]. Mobility degradation occurs due to 
large vertical fields induced by high doping [9].  RDF is a form 
of process variation due to variation in the implanted dopants 
which alters the transistor’s properties, especially threshold 
voltage (𝑉𝑉𝑡𝑡ℎ) [10]. So it is utmost important to restore the gate 
control of the channel without increasing doping concentration 
of the body. This requirement has led to creating multi-gate 
(MG) MOSFETs in which body of the device is undoped (or 
lightly doped). Fig.1 shows some examples of MG MOSFETs 
where the gate is wrapped around the body from either two or 
three or four sides. 

On decreasing the 𝐿𝐿, depletion region created by the source 
and drain encroaches horizontally in the channel, thereby 
reduces the effective channel length [11]. As the drain-to-
source voltage (𝑉𝑉𝑑𝑑𝑑𝑑) increases the depletion region becomes 
wider. As a result, the channel electrostatics is not only 
controlled by the gate but also influenced by 𝐿𝐿 and 𝑉𝑉𝑑𝑑𝑑𝑑. The 
observable effects arising due to loss of channel electrostatics 
controlled by the gate are termed as SCEs. The SCEs include 
the 𝑉𝑉𝑡𝑡ℎ roll-off due to the 𝐿𝐿 reduction, and the drain-induced 
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barrier lowering (DIBL). These effects cause the 𝑉𝑉𝑡𝑡ℎ to decrease 
upon increasing 𝑉𝑉𝑑𝑑𝑑𝑑 and also degrades subthreshold slope (𝑆𝑆𝑆𝑆). 
Improvement of SCEs by using double-gate architecture was 
predicted in 1984, which put forward the concept of double-
gate (DG) MOSFET [12]. The DG MOSFET is being studied 
as a key component for future ICs due to its numerous 
advantages such as excellent gate controllability and 
improvements in 𝑉𝑉𝑡𝑡ℎ roll-off, off-state leakage current and 
channel length modulation (CLM) effects. The undoped body 
makes the device immune to RDF, leading to a consistency in 
the 𝑉𝑉𝑡𝑡ℎ from device to device [8]. Due to the undoped body, 
depletion charge is negligible, which enhances the carrier 
mobility [13]. The channel inversion takes place throughout the 
thickness of the body and consequently increases the minority 
carriers due to which higher current is found [14]. Junction 
capacitance and mobility degradation are reduced due to which 
switching speed of the device is improved [13]. Surface 
roughness scattering due to lower surface electric field is also 
reduced because of the undoped body [13,14]. 

All IC designs, digital or analog or mixed-signal, are 
verified through the use of circuit simulators before being 
reproduced in real silicon. For any circuit simulator to predict 
the performance of the ICs based on DG-CMOS technology, it 
should have accurate models to describe the behaviour of the 
constituting DG MOSFETs. The device model is a 
representation of characteristics or conditions in the device in 
the form of (a) an equation, (b) an equivalent circuit, and (c) a 

table, together with the proper reasoning and assumptions. 
Primary requirements to use a device in the simulators are 
electrostatic potential distribution (𝜙𝜙) model,  𝑉𝑉𝑡𝑡ℎ model, and  
𝐼𝐼𝑑𝑑𝑑𝑑 model. Several such models have been reported so far 
regarding the modeling of n-type DG MOSFETs [15−45]. A 
brief review on modeling of DG MOSFETs has been presented 
in [46,47] but the models for short-channel (nanoscale) regimes 
have not been considered. 

Taur [15] developed a 𝜙𝜙 model for long-channel undoped 
DG MOSFETs where two transcendental equations had to be 
solved in order to describe the potential distribution in the 
channel. The need for solving the two equations was removed 
in the model given by Lu and Taur [16], and thus provided only 
one equation for potential distribution which in turns required 
numerical iteration method to get the solution. Hong et al. [17] 
had proposed the 𝜙𝜙 model for a long-channel lightly doped DG 
MOSFETs by considering the effects of fixed as well as mobile 
charge carriers. Taur [15] had also given a 𝑉𝑉𝑡𝑡ℎ criterion for 
long-channel DG MOSFETs in which iterative method was 
used to calculate the 𝑉𝑉𝑡𝑡ℎ which was later improved by Chen et 
al. [18] by proposing a new definition for 𝑉𝑉𝑡𝑡ℎ. Based on the 
models [15, 16], Taur et al. [19] had given a 𝐼𝐼𝑑𝑑𝑑𝑑 model for long-
channel DG MOSFETs which had three different equations for 
subthreshold, linear, and saturation regions. Tsormpatzoglou et 
al. [20] presented the 𝜙𝜙 model for short-channel DG MOSFETs 
based on the parabolic potential approximation method [48] and 
also presented a semi-analytical model for subthreshold drain 
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current. Later, the 𝜙𝜙 model [20] was adopted to model the 𝑉𝑉𝑡𝑡ℎ 
in [21] and 𝐼𝐼𝑑𝑑𝑑𝑑 in [22, 23] for short-channel DG MOSFETs. 
Recently, Taur and Lin [24] have modified the model [19] by 
proposing the 𝐼𝐼𝑑𝑑𝑑𝑑 model for short-channel DG MOSFETs.   

In this paper, symmetric n-type DG MOSFET 
models [15−24] have been reviewed along with their detailed 
derivations for long and short-channel based on available 
parameters like 𝜙𝜙, 𝑉𝑉𝑡𝑡ℎ, and 𝐼𝐼𝑑𝑑𝑑𝑑. MATLAB code has been 
presented to demonstrate the semi-analytical modeling given in 
[20]. At the end, the models [20−23] are adopted to implement 
n-type DG MOSFET in 30-nm using Verilog-A code [49]. The 
remaining part of the paper is organized as follows. Section 2 
describes the models for long-channel DG MOSFETs in three 
categories: 1) 𝜙𝜙 models, 2) 𝑉𝑉𝑡𝑡ℎ models, and 3) 𝐼𝐼𝑑𝑑𝑑𝑑 models. 
Section 3 presents the models for short-channel DG MOSFETs 
along with MATLAB and Spectre simulations. Section 4 
concludes the paper. 

II. MODELS FOR LONG CHANNEL DG MOSFETS 

A. Electrostatic Potential Models 
The electrostatic potential of a long-channel DG 

MOSFET 𝜙𝜙(𝑥𝑥) is one-dimensional (1-D), which is obtained by 
solving the 1-D Poisson’s equation governing the relationship 
between electric fields and charges. As shown in Fig. 2, 𝜙𝜙(𝑥𝑥) 
is a function of the distance (𝑥𝑥) from the gate towards the 
channel. The 𝜙𝜙(𝑥𝑥) models including Taur’s [15], and Lu and 
Taur’s [16] for 𝐿𝐿 = 1µm have been considered for the 
derivation and analysis of 𝑉𝑉𝑡𝑡ℎ and 𝐼𝐼𝑑𝑑𝑑𝑑 models necessary for 
designing the complete device model for DG MOSFETs. 

 
1) Taur’s Model [15]:  
The 𝜙𝜙(𝑥𝑥) model for an undoped n-type DG MOSFET is 

derived by considering only the mobile charge density. This is 
a core model for 𝐿𝐿 =1 µm regime obtained by solving the 1-D 
Poisson’s equation under gradual channel approxima-
tion (GCA) [50] assuming Boltzmann statistics for mobile 
charges. The GCA assumes that variation in lateral electric field 

much less than the variation in the vertical electric field (along 
𝑥𝑥) so that the 2-D Poisson’s equation reduces to 1-D [51]. 
Finally, the 𝜙𝜙(𝑥𝑥) model is expressed as: 

𝜙𝜙(𝑥𝑥) = 𝜙𝜙0 − 2𝑉𝑉𝑇𝑇 ln [cos(√
𝑞𝑞𝑛𝑛𝑖𝑖

2𝜖𝜖𝑑𝑑𝑖𝑖𝑉𝑉𝑇𝑇
𝑒𝑒
𝜙𝜙0
2𝑉𝑉𝑇𝑇𝑥𝑥)] (1) 

where 𝜙𝜙0 ≡ 𝜙𝜙(𝑥𝑥 = 0), 𝑉𝑉𝑇𝑇 is the thermal voltage, 𝑛𝑛𝑖𝑖 is the 
intrinsic charge density, and 𝜀𝜀𝑑𝑑𝑖𝑖 is the dielectric permittivity of 
silicon. 𝜙𝜙(𝑥𝑥) is also defined as the amount of band bending or 
position of intrinsic potential at 𝑥𝑥 [51]. A similar form of 
solution (1) was earlier given by Hauser and Littlejohn [52]. 
Derivation of the model (1) is as follows. 

The 1-D Poisson's equation for the silicon region considering 
only mobile charge density is expressed as: 

𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2 = 𝑞𝑞

𝜀𝜀𝑠𝑠𝑠𝑠
𝑛𝑛𝑖𝑖𝑒𝑒

𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇  , (2) 

where 𝑞𝑞 is the elementary charge, 𝑘𝑘𝑏𝑏 is the Boltzmann constant, 
and 𝑇𝑇 is the temperature. By interpreting in terms of 𝑑𝑑𝜙𝜙 and 
integrating both sides, (2) can be rewritten as: 

∫
𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥
0 (𝑑𝑑𝜙𝜙𝑑𝑑𝑥𝑥)𝑑𝑑 (

𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥) = ∫𝜙𝜙(𝑥𝑥)𝜙𝜙0

𝑞𝑞
𝜀𝜀𝑠𝑠𝑠𝑠
𝑛𝑛𝑖𝑖𝑒𝑒

𝑞𝑞𝜙𝜙
𝑘𝑘𝑏𝑏𝑇𝑇𝑑𝑑𝜙𝜙 . (3) 

On solving (3):  

(𝑑𝑑𝜙𝜙𝑑𝑑𝑥𝑥) = √2𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑠𝑠
𝜀𝜀𝑠𝑠𝑠𝑠

(𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 − 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇) . (4) 

Integrating both sides of (4):  

∫𝜙𝜙(𝑥𝑥)𝜙𝜙0
𝑑𝑑𝜙𝜙

√𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 −𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇

= √2𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑠𝑠
𝜀𝜀𝑠𝑠𝑠𝑠

∫𝑥𝑥0 𝑑𝑑𝑥𝑥 . (5) 

Considering 𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 − 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇 = 𝑡𝑡  will imply: 

 

𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 = 𝑡𝑡 + 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇 . 

(6) 

Differentiaing (6) with respect to 𝜙𝜙:  

𝑑𝑑
𝑑𝑑𝜙𝜙 𝑒𝑒

𝑞𝑞𝜙𝜙
𝑘𝑘𝑏𝑏𝑇𝑇 = 𝑑𝑑𝑡𝑡

𝑑𝑑𝜙𝜙 =
𝑞𝑞

𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙
𝑘𝑘𝑏𝑏𝑇𝑇 . (7) 

Rearranging the terms of (7):   

𝑑𝑑𝜙𝜙 = 𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 𝑒𝑒

−𝑞𝑞𝜙𝜙
𝑘𝑘𝑏𝑏𝑇𝑇𝑑𝑑𝑡𝑡 = 𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞
𝑑𝑑𝑡𝑡

(𝑡𝑡+𝑒𝑒
𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇)

. 
(8) 

Substituiting (8) and (6) in (5) will yield:  

∫𝑡𝑡0
𝑑𝑑𝑡𝑡

√𝑡𝑡(𝑡𝑡+𝑒𝑒
𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇)

= √2𝑞𝑞2𝑛𝑛𝑠𝑠
𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇

∫𝑥𝑥0 𝑑𝑑𝑥𝑥. 
(9) 

Considering √𝑡𝑡 = 𝑧𝑧 in (9) and substituting 𝑑𝑑𝑡𝑡 =
2𝑧𝑧𝑑𝑑𝑧𝑧 in (9) will imply: 

 

Φ(x) Source
(n+)

Oxide
Gate

Oxide
Gate

Drain
(n+) Vds

Vg

x
tox

Vg

tsi/2

tsi/2
L

 
Fig. 2. The cross-sectional view of a long-channel n-type symmetric DG 
MOSFET along with the geometrical coordinates. 
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∫ 2𝑑𝑑𝑑𝑑

(𝑑𝑑2+𝑒𝑒
𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇)

= √2𝑞𝑞2𝑛𝑛𝑖𝑖
𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑥𝑥.  (10) 

2

𝑒𝑒
𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇

tan−1 ( 𝑑𝑑

𝑒𝑒
𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇

) = √2𝑞𝑞2𝑛𝑛𝑖𝑖
𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑥𝑥.  (11) 

𝑧𝑧 = 𝑒𝑒
𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇tan (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥).  (12) 

𝑡𝑡 = 𝑒𝑒
𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇tan2 (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥).  (13) 

𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 − 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇 = 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇tan2 (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥).  (14) 

𝑒𝑒
𝑞𝑞𝜙𝜙(𝑥𝑥)
𝑘𝑘𝑏𝑏𝑇𝑇 = 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇 [1 + tan2 (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥)].  (15) 

Rearranging terms of (15) : 

𝑒𝑒
𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙0)

𝑘𝑘𝑏𝑏𝑇𝑇 = sec2 (√ 𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥).  (16) 

𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙0)
𝑘𝑘𝑏𝑏𝑇𝑇

= 2ln (sec [√ 𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥]).  (17) 

𝜙𝜙(𝑥𝑥) = 𝜙𝜙0 −
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [cos (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒

𝑞𝑞𝜙𝜙0
2𝑘𝑘𝑏𝑏𝑇𝑇𝑥𝑥)].  (18) 

Since, 𝑘𝑘𝑏𝑏𝑇𝑇𝑞𝑞 = 𝑉𝑉𝑇𝑇 so substituting 𝑉𝑉𝑇𝑇 will finally give the 𝜙𝜙(𝑥𝑥) 
model (1). 
 

2) Lu and Taur Model [16]:  

This model extended the model [15] by considering quasi-
Fermi potential (𝜙𝜙𝐹𝐹) in (1). 𝜙𝜙𝐹𝐹 is the potential difference 
between electron and hole quasi-Fermi levels along the channel 
𝜙𝜙𝐹𝐹 = 𝜑𝜑𝐹𝐹𝑛𝑛 − 𝜑𝜑𝐹𝐹𝐹𝐹. In short, 𝜙𝜙𝐹𝐹 is the voltage drop in the channel 
whose value ranges from 𝜙𝜙𝐹𝐹 = 0 at source to 𝑉𝑉𝑑𝑑𝑑𝑑 at the drain. 
Considering this 𝜙𝜙𝐹𝐹 in equation (2), the 1-D Poisson’s equation 
is expressed as:  

𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2 = 𝑞𝑞

𝜀𝜀𝑠𝑠𝑖𝑖
𝑛𝑛𝑖𝑖𝑒𝑒

𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹)
𝑘𝑘𝑏𝑏𝑇𝑇 . 

Inclusion of the 𝜙𝜙𝐹𝐹will transform the model (18) 
as:  

(19) 

𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝐹𝐹 =  

𝜙𝜙0 − 𝜙𝜙𝐹𝐹 −
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [cos (√ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑒𝑒
𝑞𝑞(𝜙𝜙0−𝜙𝜙𝐹𝐹)

2𝑘𝑘𝑏𝑏𝑇𝑇 𝑥𝑥)].  
(20) 

A parameter 𝛽𝛽 has been introduced, which is a function of 
𝜙𝜙𝐹𝐹but independent of 𝑥𝑥 [53]. 

𝛽𝛽 = 𝑡𝑡𝑠𝑠𝑖𝑖
2 √

𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞(𝜙𝜙0−𝜙𝜙𝐹𝐹)

2𝑘𝑘𝑏𝑏𝑇𝑇 .  (21) 

Rearranging the terms in (21):   

𝜙𝜙0 − 𝜙𝜙𝐹𝐹 =
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖 √

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

].  (22) 

  

On substituting (22) in (20) will yield:   

𝜙𝜙(𝑥𝑥) = 𝜙𝜙𝐹𝐹 −
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [𝑡𝑡𝑠𝑠𝑖𝑖2𝛽𝛽 √

𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

cos (2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖 𝑥𝑥)].  (23) 

The surface potential at 𝑥𝑥 = 𝑡𝑡𝑑𝑑𝑖𝑖/2 [Fig. 2] is expressed as: 

𝜙𝜙𝑑𝑑 ≡ 𝜙𝜙 (𝑥𝑥 = 𝑡𝑡𝑠𝑠𝑖𝑖
2 ) =  

𝜙𝜙𝐹𝐹 −
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [𝑡𝑡𝑠𝑠𝑖𝑖2𝛽𝛽 √

𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

cos (2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖 𝑥𝑥)].  
(24) 

Equation (23) is the 𝜙𝜙(𝑥𝑥)  model given by Lu and Taur 
which has been taken by many research groups [22−23], 
[33−34] to model the short-channel DG MOSFET 
characteristics. Applying boundary condition at silicon-oxide 
interface: 

𝜀𝜀𝑜𝑜𝑥𝑥
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝑠𝑠

𝑡𝑡𝑜𝑜𝑥𝑥
= 𝜀𝜀𝑑𝑑𝑖𝑖

𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥|𝑥𝑥=𝑡𝑡𝑠𝑠𝑖𝑖2

,  (25) 

where 𝑉𝑉𝑔𝑔 is the applied gate voltage and ∆𝜒𝜒𝑚𝑚𝑑𝑑 is the work-
function difference between the gates and the silicon as shown 
in Fig. 3. In case of undoped body ∆𝜒𝜒𝑚𝑚𝑑𝑑 = 0 for mid-gap metal 
gate, −𝐸𝐸𝑔𝑔/2𝑞𝑞 for n+ polysilicon, and 𝐸𝐸𝑔𝑔/2𝑞𝑞 for p+ polysilicon. 
Differentiating (23) with respect to 𝑥𝑥: 

𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥 =

−2𝑉𝑉𝑇𝑇
𝑡𝑡𝑠𝑠𝑖𝑖
2𝛽𝛽√

𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

[−sin2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖
𝑥𝑥]2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖

𝑡𝑡𝑠𝑠𝑖𝑖
2𝛽𝛽√

𝑞𝑞2𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

cos2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖
𝑥𝑥

= 2𝑉𝑉𝑇𝑇
2𝛽𝛽
𝑡𝑡𝑠𝑠𝑖𝑖
tan (2𝛽𝛽𝑡𝑡𝑠𝑠𝑖𝑖 𝑥𝑥).  

𝑑𝑑𝜙𝜙
𝑑𝑑𝑥𝑥|𝑥𝑥=𝑡𝑡𝑠𝑠𝑖𝑖2

= 2𝑉𝑉𝑇𝑇
2𝛽𝛽
𝑡𝑡𝑠𝑠𝑖𝑖
tan𝛽𝛽.  (26) 

Substituting (24) and (26) in (25):  

Mid-gap 
metal gate

N+ 
Polysilicon

P+ 
Polysilicon

Vacuum level

Metal Oxide Semiconductor

qχm

qχ 
qχs Ev

Ei

Ef

Ec

Efm

Efn+

Efp+

Eg

ΦB

Fig. 3. Fermi-energy levels (Efn+, Efp+, and Efm) of n+, p+ polysilicon, and mid-
gap metal gate. Eg is the energy band-gap of semiconductor.𝜒𝜒 is the electron-
affinity of the semiconductor. 𝜒𝜒𝑚𝑚 and 𝜒𝜒𝑑𝑑 are the work-functions of mid-gap 
metal gate and semiconductor, respectively.  
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𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑚𝑚−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− ln [ 2
𝑡𝑡𝑚𝑚𝑠𝑠

√2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

] =  

ln 𝛽𝛽 − ln cos 𝛽𝛽 + 2𝑟𝑟𝛽𝛽 tan 𝛽𝛽, 
(27) 

with  𝑟𝑟 = 𝜀𝜀𝑚𝑚𝑠𝑠𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑚𝑚𝑠𝑠

. The value of 𝛽𝛽 has to be calculated from (27) 
using numerical iterations like Newton-Raphson method [54]. 
Numerical iteration and algorithms increase the computation 
time. Fast and efficient method has to be adopted to make the 
model suitable for circuit simulation. Yu et al. [25] developed 
a computation method which eliminated the need for numerical 
iterations. 

3) Hong et al. [17]:  

The 𝜙𝜙(𝑥𝑥) models of DG MOSFETs developed in [15, 16] 
are valid for the undoped silicon body. The work has been 
extended by Hong et al. [17] by proposed the 𝜙𝜙(𝑥𝑥) model for 
the lightly doped silicon body with spatially varying doping 
profiles. The 𝜙𝜙(𝑥𝑥) model derived through solving the 1-D 
Poisson’s equation considering both the fixed and mobile 
charge density.  

𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2 = 𝑞𝑞𝑛𝑛𝑠𝑠

2

𝜀𝜀𝑚𝑚𝑠𝑠𝑁𝑁𝑚𝑚𝑠𝑠
𝑒𝑒

𝑞𝑞(𝜙𝜙(𝑜𝑜)−𝜙𝜙𝐹𝐹)
𝑘𝑘𝑏𝑏𝑇𝑇 + 𝑞𝑞𝑁𝑁𝑚𝑚𝑠𝑠(𝑥𝑥)

𝜀𝜀𝑚𝑚𝑠𝑠
, (28) 

where 𝑁𝑁𝑠𝑠𝑠𝑠(𝑥𝑥) is the spatially varying doping distribution in the 
silicon body (can be continuous or discrete). Consideration of 
fixed and mobile charge density in a lightly-doped silicon body 
is required from the accuracy point of view [31,32]. Because, 
the effect of mobile charge density cannot neglected in the 
above subthreshold regime [33] and its inclusion in Poisson’s 
equation enhances the model accuracy [55]. Substituting 
𝑞𝑞𝑁𝑁𝑚𝑚𝑠𝑠(𝑥𝑥)

𝜀𝜀𝑚𝑚𝑠𝑠
= 𝑑𝑑2𝑔𝑔(𝑥𝑥)

𝑑𝑑𝑥𝑥2 , (28) can be written as: 

𝜙𝜙(𝑥𝑥) = 𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 𝑍𝑍(𝑥𝑥) + 𝜙𝜙𝐹𝐹 + 𝑔𝑔(𝑥𝑥).  (29) 

Differentiating (29) twice with respect to 𝑥𝑥: 
𝑑𝑑2𝜙𝜙(𝑥𝑥)

𝑑𝑑𝑥𝑥2 = 𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞

𝑑𝑑2𝑍𝑍(𝑥𝑥)
𝑑𝑑𝑥𝑥2 + 𝑑𝑑2𝑔𝑔(𝑥𝑥)

𝑑𝑑𝑥𝑥2 .  (30) 

Substituting (30) in (28) will yield: 

𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞

𝑑𝑑2𝑍𝑍(𝑥𝑥)
𝑑𝑑𝑥𝑥2 + 𝑑𝑑2𝑔𝑔(𝑥𝑥)

𝑑𝑑𝑥𝑥2 = 𝑞𝑞𝑛𝑛𝑠𝑠
2

𝜀𝜀𝑚𝑚𝑠𝑠𝑁𝑁𝑚𝑚𝑠𝑠
𝑒𝑒

𝑞𝑞
𝑘𝑘𝑏𝑏𝑇𝑇(𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 𝑍𝑍(𝑥𝑥)+𝑔𝑔(𝑥𝑥)) + 𝑞𝑞𝑁𝑁𝑚𝑚𝑠𝑠(𝑥𝑥)
𝜀𝜀𝑚𝑚𝑠𝑠

,  

which on  solving will yield: 

𝑑𝑑2𝑍𝑍(𝑥𝑥)
𝑑𝑑𝑥𝑥2 = 𝑞𝑞2𝑛𝑛𝑠𝑠

2

𝑘𝑘𝑏𝑏𝑇𝑇𝜀𝜀𝑚𝑚𝑠𝑠
𝑒𝑒𝑍𝑍(𝑥𝑥) 𝑒𝑒

𝑞𝑞
𝑘𝑘𝑏𝑏𝑇𝑇𝑔𝑔(𝑜𝑜)

𝑁𝑁𝑚𝑚𝑠𝑠
 . (31) 

Substituting 𝐸𝐸𝑥𝑥𝐸𝐸 [ 𝑞𝑞
𝑘𝑘𝑏𝑏𝑇𝑇 𝑔𝑔(𝑥𝑥)] /𝑁𝑁𝑠𝑠𝑠𝑠 = 𝑓𝑓(𝑥𝑥) and 𝑞𝑞2𝑛𝑛𝑠𝑠

2

𝑘𝑘𝑏𝑏𝑇𝑇𝜀𝜀𝑚𝑚𝑠𝑠
= 𝜉𝜉, 

(31) is re-written as: 
𝑑𝑑2𝑍𝑍(𝑥𝑥)

𝑑𝑑𝑥𝑥2 = 𝜉𝜉𝑒𝑒𝑍𝑍(𝑥𝑥)𝑓𝑓(𝑥𝑥) . (32) 

The terms 𝜉𝜉 and 𝑓𝑓(𝑥𝑥) in (32) contain the effect of nonlinear 
coupling between the mobile and fixed charge densities. 
Presence of the 𝑓𝑓(𝑥𝑥) makes this modeling scheme unique from 
the exiting 𝜙𝜙(𝑥𝑥) model [56] for the DG MOSFET. In order to 

derive the analytical solution for 𝜙𝜙(𝑥𝑥), the (32) (in Cartesian 
coordinate) is transformed into the cylindrical coordinate. 

𝑑𝑑2𝑍𝑍𝐶𝐶(𝜏𝜏)
𝑑𝑑𝜏𝜏2 + 1

𝜏𝜏
𝑑𝑑𝑍𝑍𝑐𝑐(𝜏𝜏)

𝑑𝑑𝜏𝜏 = 𝜉𝜉𝑒𝑒𝑍𝑍𝑐𝑐(𝜏𝜏)𝐹𝐹(𝜏𝜏) , (33) 

where 𝑍𝑍𝑐𝑐(𝜏𝜏) = 𝑍𝑍(𝑥𝑥) − 2, ln 𝜏𝜏 = 𝑥𝑥, and 𝐹𝐹(𝜏𝜏) = 𝑓𝑓(𝑙𝑙𝑙𝑙 𝜏𝜏). In 
order to solve (32), two new variables are introduced: 𝛽𝛽 = 𝜏𝜏 𝑑𝑑𝑍𝑍𝐶𝐶

𝑑𝑑𝜏𝜏  
and 𝜂𝜂 = 𝜏𝜏2𝐹𝐹(𝜏𝜏)𝑒𝑒𝑍𝑍𝑐𝑐(𝜏𝜏). Differentiating 𝛽𝛽 with respect to 𝜏𝜏 will 
yield: 

𝑑𝑑𝛽𝛽
𝑑𝑑𝜏𝜏 = 𝑑𝑑𝑍𝑍𝐶𝐶(𝜏𝜏)

𝑑𝑑𝜏𝜏 + 𝜏𝜏 𝑑𝑑2𝑍𝑍𝐶𝐶(𝜏𝜏)
𝑑𝑑𝜏𝜏2  . (34) 

Substituting 𝑑𝑑
2𝑍𝑍𝐶𝐶(𝜏𝜏)
𝑑𝑑𝜏𝜏2  from (34) in (33): 

𝑑𝑑𝛽𝛽
𝑑𝑑𝜏𝜏 = 𝜏𝜏𝜉𝜉𝑒𝑒𝑍𝑍𝑐𝑐(𝜏𝜏)𝐹𝐹(𝜏𝜏) . (35) 

Differentiating 𝜂𝜂 with respect to 𝜏𝜏 will yield: 

𝑑𝑑𝜂𝜂
𝑑𝑑𝜏𝜏 = 2𝜏𝜏𝐹𝐹(𝜏𝜏)𝑒𝑒𝑍𝑍𝐶𝐶(𝜏𝜏) + 𝜏𝜏2𝐹𝐹′(𝜏𝜏)𝑒𝑒𝑍𝑍𝐶𝐶(𝜏𝜏) + 𝜏𝜏2𝐹𝐹(𝜏𝜏)𝑒𝑒𝑍𝑍𝐶𝐶(𝜏𝜏) 𝑑𝑑𝑍𝑍𝐶𝐶

𝑑𝑑𝜏𝜏 .  (36) 

Substituting 𝛽𝛽 = 𝜏𝜏 𝑑𝑑𝑍𝑍𝐶𝐶
𝑑𝑑𝜏𝜏  and rearranging the terms of (36): 

𝜏𝜏𝑒𝑒𝑍𝑍𝑐𝑐(𝜏𝜏)𝐹𝐹(𝜏𝜏) = 𝑑𝑑𝜂𝜂
𝑑𝑑𝜏𝜏

1
[2+𝜏𝜏𝐹𝐹′(𝜏𝜏)

𝐹𝐹(𝜏𝜏) +𝛽𝛽]
 . (37) 

On substituting (37) in (35) will further transform the  
(33) to:  

𝑑𝑑𝛽𝛽[𝛽𝛽 + 𝐸𝐸(𝜏𝜏)] = 𝜉𝜉𝑑𝑑𝜂𝜂, (38) 

where 𝐸𝐸(𝜏𝜏) = 2 + 𝜏𝜏 𝐹𝐹′(𝜏𝜏)
𝐹𝐹(𝜏𝜏)  is the spatial function related to the 

doping profile, i.e. whether continuous or discrete doping. 
Equation (38) is integrated to obtain: 

𝛽𝛽2

2 + 𝐸𝐸(𝜏𝜏)𝛽𝛽 − ℎ = 𝜉𝜉𝜂𝜂, (39) 

where ℎ = −𝜉𝜉𝜂𝜂0 − 2𝐸𝐸 + 2 is an integration constant to be 
determined from boundary conditions. Substituting 𝛽𝛽 = 𝜏𝜏 𝑑𝑑𝑍𝑍𝐶𝐶

𝑑𝑑𝜏𝜏  
and 𝜂𝜂 = 𝜏𝜏2𝐹𝐹(𝜏𝜏)𝑒𝑒𝑍𝑍𝑐𝑐(𝜏𝜏) in (39) and using (32) will yield : 

𝑑𝑑2𝑍𝑍𝐶𝐶(𝜏𝜏)
𝑑𝑑𝜏𝜏2 − [𝑝𝑝(𝜏𝜏)−1]

𝜏𝜏
𝑑𝑑𝑍𝑍𝑐𝑐(𝜏𝜏)

𝑑𝑑𝜏𝜏 − 1
2 (𝑑𝑑𝑍𝑍𝑐𝑐(𝜏𝜏)

𝑑𝑑𝜏𝜏 )
2

+ ℎ
𝜏𝜏2 = 0 . (40) 

On solving (40), the general solution of 1-D Poisson’s 
equation can be readily obtained as: 

𝑍𝑍𝐶𝐶 = −𝐸𝐸 ln 𝜏𝜏 + 𝐴𝐴 − 2 ln |cos (1
2 √−(𝐸𝐸 − 2)2 − 2ℎ ln 𝜏𝜏 −

                                                     𝐵𝐵√−(𝐸𝐸 − 2)2 − 2ℎ)|,         (41) 

where 𝐴𝐴 and 𝐵𝐵 are the integration constants. Here the 𝛽𝛽(𝜏𝜏) is 
approximated as: 

𝛽𝛽(𝜏𝜏) = −𝐸𝐸 + √−(𝐸𝐸 − 2)2 − 2ℎ  (42) 
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             tan {12√−(𝑝𝑝 − 2)2 − 2ℎ (ln 𝜏𝜏 − 𝑡𝑡𝑠𝑠𝑠𝑠
2 ) 

+ tan−1 [ 𝛽𝛽𝑠𝑠+𝑝𝑝
√−(𝑝𝑝−2)2−2ℎ

]}, 

where 𝛽𝛽𝑠𝑠 is value of 𝛽𝛽(𝜏𝜏) at the surface (𝜏𝜏 = 𝑒𝑒
𝑡𝑡𝑠𝑠𝑠𝑠
2 ) and can be 

approximated from the relation:    
𝛽𝛽𝑠𝑠2
2 − 𝛽𝛽02

2 + 𝑀𝑀 = 𝜉𝜉(𝜂𝜂𝑠𝑠 − 𝜂𝜂0) , (43) 

where 𝛽𝛽0 is value of 𝛽𝛽(𝜏𝜏) at the center of the silicon body 
(𝜏𝜏 = 1). For the symmetric DG MOSFETs, 𝛽𝛽0 =

𝑑𝑑𝑍𝑍𝐶𝐶 𝑑𝑑𝜏𝜏⁄ |𝜏𝜏=1 = −2 is considered. 𝑀𝑀 = ∫ [𝑝𝑝(𝜏𝜏) 𝑑𝑑𝛽𝛽𝑑𝑑𝜏𝜏] 𝑑𝑑𝜏𝜏
𝑒𝑒
𝑡𝑡𝑠𝑠𝑠𝑠
2

1  is an 
integral to be solved. 𝜂𝜂0 is calculated from the relation: 

𝜂𝜂0 =
𝑐𝑐(𝛽𝛽𝑠𝑠+2)

𝜉𝜉[1+(𝛽𝛽𝑠𝑠+2𝛽𝛽𝑐𝑐+2
)]

 , (44) 

where 𝛽𝛽𝑐𝑐 is the value of 𝛽𝛽𝑠𝑠 when 𝜂𝜂0 reaches its saturation value 
𝜂𝜂0𝑠𝑠𝑠𝑠𝑡𝑡 whose value is given by: 𝛽𝛽𝑐𝑐 =

𝜉𝜉𝜂𝜂0𝑠𝑠𝑠𝑠𝑡𝑡
𝑐𝑐−2 . The parameters 𝑐𝑐, 

𝜂𝜂0𝑠𝑠𝑠𝑠𝑡𝑡 are expressed as: 

𝑐𝑐 = 𝜉𝜉𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇𝑇𝑇(1)
𝑞𝑞𝛳𝛳𝑠𝑠

 , with   𝛳𝛳𝑠𝑠 = ∫ 𝑞𝑞𝑛𝑛𝑠𝑠2

𝑁𝑁𝑠𝑠𝑠𝑠
𝑒𝑒
𝑞𝑞(𝑞𝑞𝑁𝑁𝑠𝑠𝑠𝑠𝜀𝜀𝑠𝑠𝑠𝑠

𝑥𝑥2
2 )

𝑘𝑘𝑏𝑏𝑇𝑇 𝑑𝑑𝑑𝑑
𝑡𝑡𝑠𝑠𝑠𝑠
2

0 , 
(45) 

𝜂𝜂0𝑠𝑠𝑠𝑠𝑡𝑡 = 1 × 𝐹𝐹(1) × 𝑒𝑒𝑍𝑍𝐶𝐶𝑠𝑠𝑠𝑠𝑡𝑡  
with 𝑍𝑍𝐶𝐶𝑠𝑠𝑠𝑠𝑡𝑡 ≈ 2 ln (𝑁𝑁𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠

) − ln[1 − 𝑒𝑒−2𝛼𝛼] − 𝛼𝛼 + 1.6 

where 𝛼𝛼 = 𝑞𝑞2𝑁𝑁𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠2

8𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
. 

 

The potential distribution characteristics obtained from the 
model (41) is able show the variation of electrostatic potential 
with respect to the 𝑉𝑉𝑔𝑔 from weak to strong inversion regime. 

B. Threshold Voltage Models 
The 𝑉𝑉𝑡𝑡ℎ of conventional bulk MOSFET is defined as the 𝑉𝑉𝑔𝑔 

at which the minimum surface potential value 𝜙𝜙𝑠𝑠,𝑚𝑚𝑚𝑚𝑛𝑛 reaches 
twice the bulk potential 𝜙𝜙𝐵𝐵 [51]. 𝜙𝜙𝐵𝐵 is the potential difference 
between the Fermi-level (𝐸𝐸𝑓𝑓) and the intrinsic level (𝐸𝐸𝑚𝑚) of the 
semiconductor [Fig. 3]. The 𝜙𝜙𝐵𝐵 definition of 𝑉𝑉𝑡𝑡ℎ does not work 
for DG MOSFETs, where the doping concentration is 𝑁𝑁𝑠𝑠𝑚𝑚 ≤
1016 cm-3[18,33].  

 
1) Taur’s Model [15]:  

The threshold criterion for long-channel DG MOSFETs 
given by Taur [15] used iterative method to calculate the  𝑉𝑉𝑡𝑡ℎ 
by extrapolating the linear dependency of inversion charge 
sheet density 𝑄𝑄𝑚𝑚𝑛𝑛𝑖𝑖 with 𝑉𝑉𝑔𝑔 using the relation: 𝑄𝑄𝑚𝑚𝑛𝑛𝑖𝑖 = 2𝐶𝐶𝑜𝑜𝑜𝑜(𝑉𝑉𝑔𝑔 −
∆𝜒𝜒𝑚𝑚𝑠𝑠 − 𝜙𝜙𝑠𝑠). Where 𝜙𝜙𝑠𝑠 ≡ 𝜙𝜙(𝑑𝑑 = 𝑡𝑡𝑠𝑠𝑚𝑚/2) is the surface 
potential.  The threshold condition is given by: 𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑠𝑠 −
𝜙𝜙𝑠𝑠. The detailed derivation of the model is as follows. 

The effective gate voltage at the silicon-oxide interface is 
expressed as: 

𝑉𝑉𝑔𝑔𝑡𝑡 = 𝑉𝑉𝑔𝑔 − ∆𝜒𝜒𝑚𝑚𝑠𝑠 − 𝜙𝜙𝑠𝑠 . (46) 

Applying boundary condition at the silicon-oxide 
interface: 

𝜀𝜀𝑜𝑜𝑜𝑜
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝑠𝑠

𝑡𝑡𝑜𝑜𝑥𝑥
= 𝜀𝜀𝑠𝑠𝑚𝑚

𝑑𝑑𝜙𝜙
𝑑𝑑𝑜𝑜|𝑜𝑜=𝑡𝑡𝑠𝑠𝑠𝑠/2

 . (47) 

Substituting  𝑑𝑑𝜙𝜙𝑑𝑑𝑜𝑜|𝑜𝑜=𝑡𝑡𝑠𝑠𝑠𝑠/2
from (4) in (47):  

𝜀𝜀𝑜𝑜𝑜𝑜
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝑠𝑠

𝑡𝑡𝑜𝑜𝑥𝑥
= √2𝜀𝜀𝑠𝑠𝑚𝑚𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑚𝑚 (𝑒𝑒

𝑞𝑞𝜙𝜙𝑠𝑠
𝑘𝑘𝑏𝑏𝑇𝑇 − 𝑒𝑒

𝑞𝑞𝜙𝜙0
𝑘𝑘𝑏𝑏𝑇𝑇) . (48) 

𝜙𝜙𝑠𝑠 is increased with increase in 𝑉𝑉𝑔𝑔, whereas the center potential 
𝜙𝜙0 attains a constant value. For greater value of 𝑉𝑉𝑔𝑔 (more than 
threshold ), the term 𝜙𝜙0 in (48) can be neglected which will 
imply: 

𝜀𝜀𝑜𝑜𝑜𝑜
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝑠𝑠

𝑡𝑡𝑜𝑜𝑥𝑥
= √2𝜀𝜀𝑠𝑠𝑚𝑚𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑚𝑚𝑒𝑒

𝑞𝑞𝜙𝜙𝑠𝑠
2𝑘𝑘𝑏𝑏𝑇𝑇 . (49) 

Since 𝜀𝜀𝑜𝑜𝑥𝑥𝑡𝑡𝑜𝑜𝑥𝑥
= 𝐶𝐶𝑜𝑜𝑜𝑜, so (49) can be re-written as:  

𝐶𝐶𝑜𝑜𝑜𝑜(𝑉𝑉𝑔𝑔 − ∆𝜒𝜒𝑚𝑚𝑠𝑠 − 𝜙𝜙𝑠𝑠) = √2𝜀𝜀𝑠𝑠𝑚𝑚𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑚𝑚𝑒𝑒
𝑞𝑞𝜙𝜙𝑠𝑠
2𝑘𝑘𝑏𝑏𝑇𝑇 . (50) 

Substituting 𝑉𝑉𝑔𝑔 − ∆𝜒𝜒𝑚𝑚𝑠𝑠 − 𝜙𝜙𝑠𝑠 = 𝑉𝑉𝑔𝑔𝑡𝑡 in (50) and on solving: 

𝜙𝜙𝑠𝑠 =
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [ 𝐶𝐶𝑜𝑜𝑥𝑥𝑉𝑉𝑔𝑔𝑡𝑡

√2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑠𝑠
]  (51) 

Since the threshold condition is given by:  

𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑠𝑠 + 𝜙𝜙𝑠𝑠  (52) 

Substituting 𝜙𝜙𝑠𝑠 from (51):  

𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑠𝑠 +
2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [ 𝐶𝐶𝑜𝑜𝑥𝑥𝑉𝑉𝑔𝑔𝑡𝑡

√2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑠𝑠
] . (53) 

The 𝑉𝑉𝑡𝑡ℎ model (53) is a transcendental equation which needs 
to be solved numerically. The 𝜙𝜙𝑠𝑠 increases with the increase in  
𝑉𝑉𝑔𝑔,  and the 𝜙𝜙0 asymptotically approach a constant value: 
𝜙𝜙0,𝑚𝑚𝑠𝑠𝑜𝑜 = (𝑘𝑘𝑏𝑏𝑇𝑇/𝑞𝑞) ln[2𝜋𝜋2𝜀𝜀𝑠𝑠𝑚𝑚𝑘𝑘𝑏𝑏𝑇𝑇/𝑞𝑞2𝑛𝑛𝑚𝑚𝑡𝑡𝑠𝑠𝑚𝑚] with slope = 2𝐶𝐶𝑜𝑜𝑜𝑜. 
Volume inversion takes place in the subthreshold region and 
volume inversion, no band bending occurs.  

2) Chen et al. [18]:  

Chen et al. [18] defined the 𝑉𝑉𝑡𝑡ℎ as the required 𝑉𝑉𝑔𝑔 at which 
the inversion charge sheet density 𝑄𝑄𝑚𝑚𝑛𝑛𝑖𝑖 at minimum potential 
position (virtual cathode) reaches a value 𝑄𝑄𝑡𝑡ℎ which is 
sufficient enough to turn on the device [33]. Fig. 4 shows the 
threshold condition defined for DG MOSFETs. The effective 
conductive path is located at 𝑑𝑑 = 𝑡𝑡𝑠𝑠𝑚𝑚/4 from the top and bottom 
surfaces. The 𝑉𝑉𝑡𝑡ℎ model for the long-channel DG MOSFET is: 

𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑠𝑠 + 𝑉𝑉𝑇𝑇 ln (
𝑄𝑄𝑡𝑡ℎ
𝑛𝑛𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠

) . (54) 

The value of 𝑄𝑄𝑡𝑡ℎ is determined as 3.2×1010 cm-2. Similar 
expression (54) has been deduced by Hamid et al. [33]. 
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C. Drain-Current Models 
The 𝐼𝐼𝑑𝑑𝑑𝑑 models can be broadly classified into potential 

based and charge based models. In the potential based models, 
the 𝐼𝐼𝑑𝑑𝑑𝑑 is expressed through indirect function of applied 𝑉𝑉𝑔𝑔 and 
𝑉𝑉𝑑𝑑𝑑𝑑. Whereas, in charge based models, the 𝐼𝐼𝑑𝑑𝑑𝑑 is expressed in 
terms of terminal charges, as an implicit function of  𝑉𝑉𝑔𝑔 and 𝑉𝑉𝑑𝑑𝑑𝑑. 

1) Taur et al. [19]:  

The model [19] is a surface potential based model in which 
𝐼𝐼𝑑𝑑𝑑𝑑 is expressed in terms of applied bias. The pre-requisite for 
the model is electrostatic potential models [15,16]. The drain 
current expression is: 

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜇𝜇 𝑊𝑊
𝐿𝐿

4𝜀𝜀𝑠𝑠𝑠𝑠
𝑡𝑡𝑠𝑠𝑠𝑠

(2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 )

2
[𝑔𝑔𝑟𝑟(𝛽𝛽𝑑𝑑) − g𝑟𝑟(𝛽𝛽𝑑𝑑)]  (55) 

where 𝑔𝑔𝑟𝑟(𝛽𝛽) = [𝛽𝛽 tan 𝛽𝛽 − 𝛽𝛽2

2 + 2𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽] with  𝛽𝛽𝑑𝑑 and 𝛽𝛽𝑑𝑑 
are the values of 𝛽𝛽 at the source and drain ends respectively. 
Three different equations have been used for subthreshold, 
linear, and saturation regions by approximating the values of 𝛽𝛽. 
The 𝐼𝐼𝑑𝑑𝑑𝑑 model is based on Pau-Sah's double integral, which is 
based on GCA [50]. The GCA is valid for most regions of 
MOSFET operation except beyond the pinch-off point. Charge-
sheet model [57] is then introduced to obtain the implicit 
equations for 𝐼𝐼𝑑𝑑𝑑𝑑 model. The detailed derivation is as follows. 

For the long channel devices, the total electron current 
density is the sum of the drift and diffusion current 
density [51,58]: 

𝐽𝐽𝑛𝑛(𝑥𝑥, 𝑦𝑦) = 𝑞𝑞𝑞𝑞(𝑥𝑥, 𝑦𝑦)𝜇𝜇𝑛𝑛𝐸𝐸𝑥𝑥 + 𝑞𝑞𝐷𝐷𝑛𝑛
𝑑𝑑𝑛𝑛(𝑥𝑥,𝑦𝑦)

𝑑𝑑𝑥𝑥  , (56) 

where 𝐸𝐸𝑥𝑥 = −𝑑𝑑𝜙𝜙(𝑥𝑥)/𝑑𝑑𝑥𝑥 is the vertical electric field in the 
silicon body and 𝐷𝐷𝑛𝑛 = 𝜇𝜇𝑛𝑛𝑉𝑉𝑇𝑇 is the electron diffusion 
coefficient [51]. Substituting 𝐸𝐸𝑥𝑥 and 𝐷𝐷𝑛𝑛 in (56): 

𝐽𝐽𝑛𝑛(𝑥𝑥, 𝑦𝑦) = −𝑞𝑞𝑞𝑞(𝑥𝑥, 𝑦𝑦)𝜇𝜇𝑛𝑛 [𝑑𝑑𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥 − 𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞𝑛𝑛(𝑥𝑥,𝑦𝑦)
𝑑𝑑𝑛𝑛(𝑥𝑥,𝑦𝑦)

𝑑𝑑𝑥𝑥 ] , (57) 

where 𝑞𝑞(𝑥𝑥, 𝑦𝑦) = 𝑞𝑞𝑖𝑖𝑒𝑒
𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹)

𝑘𝑘𝑏𝑏𝑇𝑇 is the electron density. On 
rearranging the terms of 𝑞𝑞(𝑥𝑥, 𝑦𝑦): 

𝑛𝑛(𝑥𝑥,𝑦𝑦)
𝑛𝑛𝑠𝑠

= 𝑒𝑒
𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹)

𝑘𝑘𝑏𝑏𝑇𝑇  , which on solving will yield:  

𝜙𝜙(𝑥𝑥) − 𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [𝑛𝑛(𝑥𝑥,𝑦𝑦)

𝑛𝑛𝑠𝑠
] = 𝜙𝜙𝐹𝐹 . (58) 

Differentiating (58) with respect to 𝑥𝑥  
𝑑𝑑𝜙𝜙(𝑥𝑥)

𝑑𝑑𝑥𝑥 − 𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞𝑛𝑛(𝑥𝑥,𝑦𝑦)

𝑑𝑑𝑛𝑛(𝑥𝑥,𝑦𝑦)
𝑑𝑑𝑥𝑥 = 𝑑𝑑𝜙𝜙𝐹𝐹

𝑑𝑑𝑥𝑥  . (59) 

Substituting (59) in (57):  

𝐽𝐽𝑛𝑛(𝑥𝑥, 𝑦𝑦) = −𝑞𝑞𝜇𝜇𝑛𝑛𝑞𝑞(𝑥𝑥, 𝑦𝑦) 𝑑𝑑𝜙𝜙𝐹𝐹
𝑑𝑑𝑦𝑦  . (60) 

The 𝐼𝐼𝑑𝑑𝑑𝑑 is expressed in terms of 𝐽𝐽𝑛𝑛(𝑥𝑥, 𝑦𝑦) [51] as:  

𝐼𝐼𝑑𝑑𝑑𝑑(𝑦𝑦) = 2𝑊𝑊 ∫ −
𝑡𝑡𝑠𝑠𝑠𝑠
2

0 𝑞𝑞𝜇𝜇𝑛𝑛𝑞𝑞(𝑥𝑥, 𝑦𝑦) 𝑑𝑑𝜙𝜙𝐹𝐹
𝑑𝑑𝑦𝑦 𝑑𝑑𝑥𝑥 . (61) 

Equation (61) can be written as:  

𝐼𝐼𝑑𝑑𝑑𝑑(𝑦𝑦) = 2𝑊𝑊𝜇𝜇𝑛𝑛(−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦)) 𝑑𝑑𝜙𝜙𝐹𝐹
𝑑𝑑𝑦𝑦  , (62) 

where −𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦) = ∫ 𝑞𝑞𝑞𝑞(𝑥𝑥, 𝑦𝑦)𝑑𝑑𝑥𝑥
𝑡𝑡𝑠𝑠𝑠𝑠
2

0  is the inversion charge 
sheet density. Integrating the both sides of  (62) : 

∫ 𝐼𝐼𝑑𝑑𝑑𝑑(𝑦𝑦)𝑑𝑑𝑦𝑦 =𝐿𝐿
0 𝜇𝜇𝑛𝑛2𝑊𝑊 ∫ (−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦))𝑑𝑑𝜙𝜙𝐹𝐹

𝑉𝑉𝑑𝑑𝑠𝑠
0  ,  

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) ∫ (−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦))𝑑𝑑𝜙𝜙𝐹𝐹

𝑉𝑉𝑑𝑑𝑠𝑠
0  . (63) 

Rearranging the terms of (1) will yield: 

𝑒𝑒
𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹

𝑉𝑉𝑇𝑇 = (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

)
2

(2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

) sec2 (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

𝑥𝑥) . (64) 

On substituting 𝑞𝑞(𝑥𝑥, 𝑦𝑦) = 𝑞𝑞𝑖𝑖𝑒𝑒
𝑞𝑞(𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹)

𝑘𝑘𝑏𝑏𝑇𝑇 in the expression  

−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦) = ∫ 𝑞𝑞𝑞𝑞(𝑥𝑥, 𝑦𝑦)𝑑𝑑𝑥𝑥
𝑡𝑡𝑠𝑠𝑠𝑠
2

0  will yield: 

−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦) = 𝑞𝑞 ∫ 𝑞𝑞𝑖𝑖𝑒𝑒
𝜙𝜙(𝑥𝑥)−𝜙𝜙𝐹𝐹

𝑉𝑉𝑇𝑇
𝑡𝑡𝑠𝑠𝑠𝑠
2

0 𝑑𝑑𝑥𝑥 . (65) 

Substituting (64) in (65):  

−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦) = 𝑞𝑞 ∫ 𝑞𝑞𝑖𝑖 (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

)
2

(2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

) sec2 (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

𝑥𝑥) 𝑑𝑑𝑥𝑥
𝑡𝑡𝑠𝑠𝑠𝑠
2

0  . (66) 

On solving (66):  

−𝑄𝑄𝑖𝑖𝑛𝑛𝑖𝑖(𝑦𝑦) = 𝑞𝑞𝑞𝑞𝑖𝑖 (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

)
2

(2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

) (𝑡𝑡𝑠𝑠𝑠𝑠
2𝛽𝛽) tan (2𝛽𝛽

𝑡𝑡𝑠𝑠𝑠𝑠
𝑥𝑥)|

𝑥𝑥=0

𝑡𝑡𝑠𝑠𝑠𝑠
2

  

                 =  𝑞𝑞𝑞𝑞𝑖𝑖 (2𝛽𝛽
𝑡𝑡𝑠𝑠𝑠𝑠

) (2𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

) tan(𝛽𝛽)   

                 = 4𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞𝑡𝑡𝑠𝑠𝑠𝑠

𝛽𝛽 tan 𝛽𝛽 . (67) 

Source
(n+)

Gate

Drain
(n+)

Vds

Vg

Vg

Oxide

Gate

ymin

Qth

 
Fig. 4. Schematic showing the inversion charge sheet density at threshold 
condition. (Dashed lines represent the effective conductive path). 
 

  
𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊

𝐿𝐿 ) ∫ 4𝜀𝜀𝑠𝑠𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞𝑡𝑡𝑠𝑠𝑠𝑠

𝛽𝛽 tan 𝛽𝛽 [−2𝑉𝑉𝑇𝑇 {1
𝛽𝛽  + (2𝑟𝑟 + 1) tan 𝛽𝛽 + 2𝑟𝑟𝛽𝛽 sec2 𝛽𝛽}] 𝑑𝑑𝛽𝛽𝑉𝑉𝑑𝑑𝑠𝑠

0 . (70) 
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Referring to the expression (27):   

 𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑚𝑚−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− 𝑙𝑙𝑙𝑙 [ 2
𝑡𝑡𝑚𝑚𝑠𝑠

√2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

] =  

ln 𝛽𝛽 − ln cos 𝛽𝛽 + 2𝑟𝑟𝛽𝛽 tan 𝛽𝛽. 
(68) 

Differentiating (68) with respect to 𝛽𝛽 :  

𝑑𝑑𝜙𝜙𝐹𝐹 = −2𝑉𝑉𝑇𝑇 [1
𝛽𝛽 + (2𝑟𝑟 + 1) tan 𝛽𝛽   +2𝑟𝑟𝛽𝛽 sec2 𝛽𝛽] . (69) 

Substituting (67) and (69) in (63) will yield (shown at the 
bottom of the previous page): 

Changing the integral limit of (70) from ∫ 𝑑𝑑𝛽𝛽𝑉𝑉𝑑𝑑𝑚𝑚
0  to 

∫ 𝑑𝑑𝛽𝛽𝛽𝛽𝑑𝑑
𝛽𝛽𝑚𝑚

: 

𝐼𝐼𝑑𝑑𝑑𝑑 = −𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑚𝑚𝑠𝑠

𝑡𝑡𝑚𝑚𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2
  

∫ [tan 𝛽𝛽 + (2𝑟𝑟 + 1) 𝛽𝛽tan2 𝛽𝛽 + 2𝑟𝑟𝛽𝛽2 tan 𝛽𝛽 sec2 𝛽𝛽]𝑑𝑑𝛽𝛽𝛽𝛽𝑑𝑑
𝛽𝛽𝑚𝑚

  

      = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑚𝑚𝑠𝑠

𝑡𝑡𝑚𝑚𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[∫ tan 𝛽𝛽𝑑𝑑𝛽𝛽 +𝛽𝛽𝑚𝑚
𝛽𝛽𝑑𝑑

          (2𝑟𝑟 + 1) ∫ 𝛽𝛽 tan2 𝛽𝛽𝑑𝑑𝛽𝛽 +𝛽𝛽𝑚𝑚
𝛽𝛽𝑑𝑑

           2𝑟𝑟 ∫ 𝛽𝛽2 tan 𝛽𝛽 sec2 𝛽𝛽 𝑑𝑑𝛽𝛽𝛽𝛽𝑚𝑚
𝛽𝛽𝑑𝑑

] . 

(71) 

There are three integrals to be solved in (71) which 
are:∫ tan 𝛽𝛽𝑑𝑑𝛽𝛽, ∫ 𝛽𝛽 tan2 𝛽𝛽 𝑑𝑑𝛽𝛽, and 𝛽𝛽2 tan 𝛽𝛽 sec2 𝛽𝛽 𝑑𝑑𝛽𝛽. 
Solution of the integrals are expressed as: 

∫ tan 𝛽𝛽𝑑𝑑𝛽𝛽 = ln sec 𝛽𝛽 . (72) 

∫ 𝛽𝛽 tan2 𝛽𝛽 𝑑𝑑𝛽𝛽 = ∫ 𝛽𝛽(sec2 𝛽𝛽 − 1)𝑑𝑑𝛽𝛽 , 
                       = ∫ 𝛽𝛽 sec2 𝛽𝛽 𝑑𝑑𝛽𝛽 − ∫ 𝛽𝛽𝑑𝑑𝛽𝛽  
                       = 𝛽𝛽 tan 𝛽𝛽 − ln sec 𝛽𝛽 − 𝛽𝛽2

2  . 

 

 

(73) 

∫ 𝛽𝛽2 tan 𝛽𝛽 sec2 𝛽𝛽 𝑑𝑑𝛽𝛽 = 𝛽𝛽2 tan 𝛽𝛽 ∫ sec2 𝛽𝛽 𝑑𝑑𝛽𝛽 −
                                ∫ { 𝑑𝑑

𝑑𝑑𝛽𝛽 𝛽𝛽2 tan 𝛽𝛽 ∫ sec2 𝛽𝛽 𝑑𝑑𝛽𝛽} 𝑑𝑑𝛽𝛽  

               = 1
2 𝛽𝛽2 tan2 𝛽𝛽 − 𝛽𝛽 tan 𝛽𝛽 + ln sec 𝛽𝛽 + 𝛽𝛽2

2  . 

 

 

(74) 

Substituting (72−74) in (71) will yield: 

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑚𝑚𝑠𝑠

𝑡𝑡𝑚𝑚𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[𝛽𝛽 tan 𝛽𝛽 − 𝛽𝛽2

2 +

                                                                  𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽]|
𝛽𝛽=𝛽𝛽𝑑𝑑

𝛽𝛽𝑚𝑚
.  

(75) 

Equating the terms: ln 𝛽𝛽 − ln cos 𝛽𝛽 + 2𝑟𝑟𝛽𝛽 tan 𝛽𝛽 = 𝑓𝑓𝑟𝑟(𝛽𝛽) 
[from (68)] and 𝛽𝛽 tan 𝛽𝛽 − 𝛽𝛽2

2 + 𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽 = 𝑔𝑔𝑟𝑟(𝛽𝛽) [from (55) 
and (75)].  At source end 𝛽𝛽 = 𝛽𝛽𝑑𝑑 and 𝜙𝜙𝐹𝐹 = 0 V. So,  

𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) = 𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑚𝑚
2𝑉𝑉𝑇𝑇

− ln [ 2
𝑡𝑡𝑚𝑚𝑠𝑠

√2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

]   

           =
𝑉𝑉𝑔𝑔−(∆𝜒𝜒𝑚𝑚𝑚𝑚+2𝑉𝑉𝑇𝑇 ln[ 2

𝑡𝑡𝑚𝑚𝑠𝑠
√2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞2𝑛𝑛𝑠𝑠
])

2𝑉𝑉𝑇𝑇
  

 

           = 𝑉𝑉𝑔𝑔−𝑉𝑉0
2𝑉𝑉𝑇𝑇

 . (76) 

where 𝑉𝑉0 = ∆𝜒𝜒𝑚𝑚𝑑𝑑 + 2𝑉𝑉𝑇𝑇 ln [ 2
𝑡𝑡𝑚𝑚𝑠𝑠

√2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑠𝑠

]. At drain end, 𝛽𝛽 = 𝛽𝛽𝑑𝑑 

and 𝜙𝜙𝐹𝐹 = 𝑉𝑉𝑑𝑑𝑑𝑑. So,  

 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) = 𝑉𝑉𝑔𝑔−𝑉𝑉0−𝑉𝑉𝑑𝑑𝑚𝑚
2𝑉𝑉𝑇𝑇

. (77) 

In the linear region of operation,  𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) = 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) ≫ 1 
which implies 𝛽𝛽𝑑𝑑, 𝛽𝛽𝑑𝑑 > 𝜋𝜋

2. So, the term 𝑓𝑓𝑟𝑟(𝛽𝛽) in (76) and 𝑔𝑔𝑟𝑟(𝛽𝛽) 
in (77) are reduced to 2𝑟𝑟𝛽𝛽 tan 𝛽𝛽 and 𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽 respectively. 
Therefore, 

𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) ≡ 𝛽𝛽𝑑𝑑 tan 𝛽𝛽𝑑𝑑 = (𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜
2𝑉𝑉𝑇𝑇

) 1
2𝑟𝑟 . (78) 

Similarly, 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) ≡ 𝛽𝛽𝑑𝑑 tan 𝛽𝛽𝑑𝑑 = (𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜−𝑉𝑉𝑑𝑑𝑚𝑚
2𝑉𝑉𝑇𝑇

) 1
2𝑟𝑟 ,  (79) 

and the expression (75) reduces to:  

𝐼𝐼𝑑𝑑𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜇𝜇𝑛𝑛
2𝑊𝑊

𝐿𝐿
2𝜀𝜀𝑚𝑚𝑠𝑠
𝑡𝑡𝑚𝑚𝑠𝑠

(2𝑉𝑉𝑇𝑇)2[𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽]𝛽𝛽𝑑𝑑
𝛽𝛽𝑚𝑚  . (80) 

On substituting (78) and (79) in (80) :  

𝐼𝐼𝑑𝑑𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜇𝜇𝑛𝑛
2𝑊𝑊

𝐿𝐿
2𝜀𝜀𝑚𝑚𝑠𝑠
𝑡𝑡𝑚𝑚𝑠𝑠

(2𝑉𝑉𝑇𝑇)2 1
4𝑟𝑟 [(𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜

2𝑉𝑉𝑇𝑇
)

2
− (𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜−𝑉𝑉𝑑𝑑𝑚𝑚

2𝑉𝑉𝑇𝑇
)

2
]  

 = 𝜇𝜇𝑛𝑛
𝑊𝑊
𝐿𝐿 𝐶𝐶𝑜𝑜𝑜𝑜 [(𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑜𝑜)2 − (𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑜𝑜)2 − 𝑉𝑉𝑑𝑑𝑑𝑑

2 + 2(𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑜𝑜)𝑉𝑉𝑑𝑑𝑑𝑑]  

 = 2𝜇𝜇𝑛𝑛
𝑊𝑊
𝐿𝐿 𝐶𝐶𝑜𝑜𝑜𝑜 [(𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑡𝑡ℎ) − 𝑉𝑉𝑑𝑑𝑚𝑚

2 ] 𝑉𝑉𝑑𝑑𝑑𝑑 , (81) 

where 𝑉𝑉𝑡𝑡ℎ = 𝑉𝑉𝑜𝑜 + 𝛿𝛿, 𝛿𝛿 is the second-order effects. 
The 𝐼𝐼𝑑𝑑𝑑𝑑,𝐿𝐿𝐿𝐿𝐿𝐿 (81) is the drain current expression for the linear 
region. The 𝛿𝛿 is derived as follows. 

Considering 𝜙𝜙𝐹𝐹 = 0 in (25), the 𝜙𝜙𝑑𝑑 at the source region is 

expressed as:  𝜙𝜙𝑑𝑑 = − 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [𝑡𝑡𝑚𝑚𝑠𝑠

2𝛽𝛽 √ 𝑞𝑞2𝑛𝑛𝑠𝑠
2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇 cos(𝛽𝛽)]. Since the 

threshold condition is given by: 𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑑𝑑 + 𝜙𝜙𝑑𝑑 [15], the 
expression of the 𝑉𝑉𝑡𝑡ℎ in (81) is written as: 

𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑑𝑑 − 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln [𝑡𝑡𝑚𝑚𝑠𝑠

2 √ 𝑞𝑞2𝑛𝑛𝑠𝑠
2𝜀𝜀𝑚𝑚𝑠𝑠𝑘𝑘𝑏𝑏𝑇𝑇] − 2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 ln cos 𝛽𝛽
𝛽𝛽   

      = 𝑉𝑉𝑜𝑜 + 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln 𝛽𝛽

cos 𝛽𝛽   

      = 𝑉𝑉𝑜𝑜 + 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln 𝛽𝛽 sin β

cos 𝛽𝛽 sin 𝛽𝛽   

      = 𝑉𝑉𝑜𝑜 + 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln 𝛽𝛽 tan 𝛽𝛽 − 2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 ln sin 𝛽𝛽 . (82) 

In the strong inversion condition, the  𝛽𝛽 → 𝜋𝜋
2 which implies 

the term “ln sin 𝛽𝛽” in (82) is ≈0. So,  

𝑉𝑉𝑡𝑡ℎ = 𝑉𝑉𝑜𝑜 + 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 ln 𝛽𝛽 tan 𝛽𝛽 = 𝑉𝑉𝑜𝑜 + 𝛿𝛿 , (83) 

with 𝛿𝛿 = (2𝑘𝑘𝐵𝐵𝑇𝑇/𝑞𝑞) ln 𝛽𝛽 tan 𝛽𝛽. Substituting (78) in (83) will 
yield: 

𝛿𝛿 = 2𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞 𝑙𝑙𝑙𝑙 [(𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜

2𝑉𝑉𝑇𝑇
) 1

2𝑟𝑟] . (84) 

Equation (84) is the second-order effect ≈0.05V.  
In the saturation region of operation,  𝛽𝛽𝑑𝑑 ≈ 𝜋𝜋/2 and 𝛽𝛽𝑑𝑑 ≪1. 

So, the terms 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) and 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) are reduced to 2𝑟𝑟𝛽𝛽𝑑𝑑 tan 𝛽𝛽𝑑𝑑 and 
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ln 𝛽𝛽𝑑𝑑  respectively. Therefore,  

 𝑓𝑓𝑟𝑟(𝛽𝛽𝑠𝑠) ≡ 𝑟𝑟𝛽𝛽𝑠𝑠 tan𝛽𝛽𝑠𝑠 = (
𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜
4𝑉𝑉𝑇𝑇

)  (85) 

and 𝑓𝑓𝑟𝑟(𝛽𝛽𝑑𝑑) ≡ 𝛽𝛽𝑑𝑑 = 𝑒𝑒
(𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜−𝑉𝑉𝑑𝑑𝑑𝑑2𝑉𝑉𝑇𝑇

). (86) 

The expression (75) reduces to :  

𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛
2𝑊𝑊
𝐿𝐿
2𝜀𝜀𝑑𝑑𝑠𝑠
𝑡𝑡𝑑𝑑𝑠𝑠
(2𝑉𝑉𝑆𝑆)2 [𝑟𝑟𝛽𝛽𝑠𝑠2 tan2 𝛽𝛽𝑠𝑠 −

𝛽𝛽𝑑𝑑2

2 ] . (87) 

Substituting (85) and (86) in (87) will yield:  

𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛
2𝑊𝑊
𝐿𝐿
2𝜀𝜀𝑑𝑑𝑠𝑠
𝑡𝑡𝑑𝑑𝑠𝑠
(2𝑉𝑉𝑆𝑆)2 [𝑟𝑟 (

𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜
4𝑉𝑉𝑇𝑇

)
2
− 1

2 𝑒𝑒
(𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜−𝑉𝑉𝑑𝑑𝑑𝑑𝑉𝑉𝑇𝑇

)]  

      = 𝜇𝜇𝑛𝑛
𝑊𝑊
𝐿𝐿 𝐶𝐶𝑜𝑜𝑜𝑜 [(𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑜𝑜)

2 − 8𝑟𝑟𝑘𝑘𝑏𝑏2𝑆𝑆2

𝑞𝑞2 𝑒𝑒(
𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜−𝑉𝑉𝑑𝑑𝑑𝑑

𝑉𝑉𝑇𝑇
)] . (88) 

Equation (88) is the drain current expression for the 
saturation region (𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆). 

In subthreshold region of operation, 𝛽𝛽𝑠𝑠, 𝛽𝛽𝑑𝑑 ≪ 1. So the 
terms 𝑓𝑓𝑟𝑟(𝛽𝛽) and 𝑔𝑔𝑟𝑟(𝛽𝛽)  are reduced to ln 𝛽𝛽 and (𝛽𝛽/2) 
respectively. On solving (76) for 𝑓𝑓𝑟𝑟(𝛽𝛽) = ln 𝛽𝛽 will yield: 

ln 𝛽𝛽𝑠𝑠 =
𝑉𝑉𝑔𝑔−𝑉𝑉𝑜𝑜
2𝑉𝑉𝑇𝑇

≡ 𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑
2𝑉𝑉𝑇𝑇

− ln [ 2𝑡𝑡𝑑𝑑𝑠𝑠 √
2𝜀𝜀𝑑𝑑𝑠𝑠𝑘𝑘𝑏𝑏𝑆𝑆  
𝑞𝑞2𝑛𝑛𝑠𝑠

] , 

which implies: 

𝛽𝛽𝑠𝑠 =
2
𝑡𝑡𝑑𝑑𝑠𝑠
√2𝜀𝜀𝑑𝑑𝑠𝑠𝑘𝑘𝑏𝑏𝑆𝑆  𝑞𝑞2𝑛𝑛𝑠𝑠

𝑒𝑒
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑

2𝑉𝑉𝑇𝑇 .  (89) 

Similarly,    

𝛽𝛽𝑑𝑑 =
2
𝑡𝑡𝑑𝑑𝑠𝑠
√2𝜀𝜀𝑑𝑑𝑠𝑠𝑘𝑘𝑏𝑏𝑆𝑆  𝑞𝑞2𝑛𝑛𝑠𝑠

𝑒𝑒
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑−𝑉𝑉𝑑𝑑𝑑𝑑

2𝑉𝑉𝑇𝑇   (90) 

Since 𝑔𝑔𝑟𝑟(𝛽𝛽) =
𝛽𝛽
2, the (75) reduces to:  

𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛
2𝑊𝑊
𝐿𝐿
2𝜀𝜀𝑑𝑑𝑠𝑠
𝑡𝑡𝑑𝑑𝑠𝑠
(2𝑉𝑉𝑆𝑆)2 [

𝛽𝛽𝑑𝑑2
2 −

𝛽𝛽𝑑𝑑2

2 ]  (91) 

On substituting (89) and (90) in (91) will finally yield the 
𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 model for the subthreshold region. 

𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛
𝑊𝑊
𝐿𝐿 𝑘𝑘𝑏𝑏𝑇𝑇𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖𝑒𝑒

𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑
𝑉𝑉𝑇𝑇 (1 − 𝑒𝑒

−𝑉𝑉𝑑𝑑𝑑𝑑
𝑉𝑉𝑇𝑇 )  (92) 

Combining the 𝐼𝐼𝑑𝑑𝑠𝑠,𝐿𝐿𝐿𝐿𝐿𝐿 (81), 𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 (88), and 𝐼𝐼𝑑𝑑𝑠𝑠,𝑆𝑆𝑆𝑆𝑆𝑆 (92) for 
the different regions namely linear, saturation, and 
subthreshold, respectively, the complete 𝐼𝐼𝑑𝑑𝑠𝑠 model is written 
as: 

𝐼𝐼𝑑𝑑𝑠𝑠 =

{
  
 
 

  
 
 𝜇𝜇𝑊𝑊𝐿𝐿 𝑉𝑉𝑆𝑆𝑞𝑞𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖𝑒𝑒

𝑉𝑉𝑔𝑔𝑑𝑑−∆𝜒𝜒𝑚𝑚𝑑𝑑
𝑉𝑉𝑇𝑇 (1 − 𝑒𝑒−

𝑉𝑉𝑑𝑑𝑑𝑑
𝑉𝑉𝑇𝑇 )

2𝜇𝜇𝐶𝐶𝑜𝑜𝑜𝑜
𝑊𝑊
𝐿𝐿 (𝑉𝑉𝑔𝑔𝑠𝑠 − 𝑉𝑉𝑡𝑡ℎ −

𝑉𝑉𝑑𝑑𝑠𝑠
2 )𝑉𝑉𝑑𝑑𝑠𝑠

𝜇𝜇𝐶𝐶𝑜𝑜𝑜𝑜
𝑊𝑊
𝐿𝐿 [(𝑉𝑉𝑔𝑔𝑠𝑠 − 𝑉𝑉𝑡𝑡ℎ) − 8𝑟𝑟𝑉𝑉𝑆𝑆

2𝑒𝑒
𝑉𝑉𝑔𝑔𝑑𝑑−𝑉𝑉0−𝑉𝑉𝑑𝑑𝑑𝑑

𝑉𝑉𝑇𝑇 ]

 (93) 

Equation (93) is the long channel core 𝐼𝐼𝑑𝑑𝑠𝑠 model for DG 
MOSFETs which has been subsequently augmented with 
various physical effects like SCE, quantum mechanical effect, 
and low and high field transport in order to develop 
𝐼𝐼𝑑𝑑𝑠𝑠 models [22, 23] for short-channel DG MOSFETs. Fig. 5 
shows the 𝐼𝐼𝑑𝑑𝑠𝑠 characteristics obtained from (93) for an undoped 
DG MOSFET with a mid-gap metal gate, in comparison with 
the characteristics obtained through solving the 𝛽𝛽 from (27) by 
the method given by Yu et al. [25]. A constant mobility 
𝜇𝜇𝑛𝑛 =300 cm2/(Vs) [19,25,26] has been considered in numerical 
simulation. The 𝐼𝐼𝑑𝑑𝑠𝑠 models in [19, 22−27] are based on 
assumptions of constant electron mobility in order to validate 
the results with the simulated data. Constant mobility in the 𝐼𝐼𝑑𝑑𝑠𝑠 
model is a strong assumption [59] since the mobility gets 
affected by the vertical and horizontal electric field due to the 
𝑉𝑉𝑔𝑔 and 𝑉𝑉𝑑𝑑𝑠𝑠 respectively. The 𝐼𝐼𝑑𝑑𝑠𝑠 models [28, 29] considered the 
Caughey-Thomas mobility model [60] while the models in [30, 

 
(a) 

 

 
(b) 

 
Fig. 5. Characteristics of a long-channel DG MOSFET with 𝐿𝐿 = 1 µm, 
𝑊𝑊 = 1 µm, 𝑡𝑡𝑠𝑠𝑖𝑖 = 5 nm, and 𝑡𝑡𝑜𝑜𝑜𝑜 = 1.5 nm obtained from model (93) in 
comparison with the results obt ained through using the method given by Yu 
et al. [25] (a) output characteristics, (b) transfer characteristics. 
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31] took into account the Lombardi CVT mobility model [61] 
to depict the drain current characteristics. 

III. MODELS FOR SHORT CHANNEL DG MOSFETS 

A. Electrostatic Potential Models 
In the short-channel devices, due to SCEs the electric fields 

from the source and drain encroach horizontally into the 
channel and thus introduce a second dimension (𝑦𝑦) [Fig. 6] to 
the channel electrostatics 𝜙𝜙(𝑥𝑥, 𝑦𝑦) [11]. The modeling for 
nanoscale (short-channel) DG MOSFETs solves 2-D Poisson’s 
equation in order to derive the analytical 𝜙𝜙(𝑥𝑥, 𝑦𝑦) model. The 
approach adopted in [33−35], derived the 𝜙𝜙(𝑥𝑥, 𝑦𝑦) using 
superposition method where the 2-D Poisson’s equation split 
into 1-D Poisson and 2-D Laplace equation. The reported 
papers [20],[32],[36−38] adopted parabolic potential 
approximation, where 𝜙𝜙(𝑥𝑥, 𝑦𝑦) is obtained using a parabolic 
function in terms of 𝑥𝑥 and 𝑦𝑦. This section describes the 𝜙𝜙(𝑥𝑥, 𝑦𝑦) 
model given by Tsormpatzoglou et al. [20] in order to address 
the modeling scheme for short-channel (𝐿𝐿 = 30 nm) DG 
MOSFET. 

 
1) Tsormpatzoglou et al. [20]:  
Tsormpatzoglou et al. [20] presented an analytical 

expression (94) of the 𝜙𝜙(𝑥𝑥, 𝑦𝑦) along the channel of lightly-
doped symmetrical DG MOSFET in weak inversion: 

𝜙𝜙(𝑥𝑥, 𝑦𝑦) = 1

𝑒𝑒
2𝐿𝐿
𝜆𝜆𝑥𝑥−1

[(𝑉𝑉𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑑𝑑𝑑𝑑 − 𝐴𝐴𝑥𝑥) (𝑒𝑒
𝐿𝐿+𝑦𝑦
𝜆𝜆𝑥𝑥 − 𝑒𝑒

𝐿𝐿−𝑦𝑦
𝜆𝜆𝑥𝑥 ) +

                    (𝑉𝑉𝑏𝑏𝑏𝑏 − 𝐴𝐴𝑥𝑥) (𝑒𝑒
2𝐿𝐿−𝑦𝑦

𝜆𝜆𝑥𝑥 − 𝑒𝑒
𝑦𝑦

𝜆𝜆𝑥𝑥) + 𝐴𝐴𝑥𝑥 (𝑒𝑒
2𝐿𝐿
𝜆𝜆𝑥𝑥 − 1)] , 

(94) 

with  𝐴𝐴𝑥𝑥 = 𝑉𝑉𝑔𝑔 − ∆𝜒𝜒𝑚𝑚𝑑𝑑 − 𝑞𝑞𝑁𝑁𝑑𝑑𝑏𝑏
𝜀𝜀𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑥𝑥𝑡𝑡𝑠𝑠𝑠𝑠+𝜀𝜀𝑜𝑜𝑥𝑥(𝑡𝑡𝑠𝑠𝑠𝑠−𝑥𝑥)𝑥𝑥

2𝜀𝜀𝑜𝑜𝑥𝑥𝜀𝜀𝑠𝑠𝑠𝑠
. In case of a 

lightly-doped body, ∆𝜒𝜒𝑚𝑚𝑑𝑑 = −𝑉𝑉𝑇𝑇 ln(𝑁𝑁𝑑𝑑𝑏𝑏/𝑛𝑛𝑏𝑏) for mid-gap metal 
gates [Fig. 3], 𝑉𝑉𝑏𝑏𝑏𝑏 = 𝑉𝑉𝑇𝑇 ln(𝑁𝑁𝑑𝑑𝑏𝑏𝑁𝑁𝑑𝑑𝑑𝑑/𝑛𝑛𝑏𝑏

2) is the built-in potential, 
and 𝑁𝑁𝑑𝑑𝑑𝑑 is the doping concentration of source and drain. 𝜆𝜆𝑥𝑥 =

√𝜀𝜀𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑥𝑥𝑡𝑡𝑠𝑠𝑠𝑠
2𝜀𝜀𝑜𝑜𝑥𝑥

(1 + 𝜀𝜀𝑜𝑜𝑥𝑥𝑥𝑥
𝜀𝜀𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑥𝑥

− 𝜀𝜀𝑜𝑜𝑥𝑥𝑥𝑥2

𝜀𝜀𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑥𝑥𝑡𝑡𝑠𝑠𝑠𝑠
) is the natural channel length 

proposed by Yan et al. [9] which is described more accurately 
as a function channel depth in short-channel devices. The 2-D 
extra potential ∆𝜙𝜙(𝑥𝑥, 𝑦𝑦) induced in the channel due to SCEs is 
described by: 

∆𝜙𝜙(𝑥𝑥, 𝑦𝑦) = 1

𝑒𝑒
2𝐿𝐿
𝜆𝜆𝑥𝑥−1

[(𝑉𝑉𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑑𝑑𝑑𝑑 − 𝐴𝐴𝑥𝑥) (𝑒𝑒
𝐿𝐿+𝑦𝑦
𝜆𝜆𝑥𝑥 −

𝑒𝑒
𝐿𝐿−𝑦𝑦
𝜆𝜆𝑥𝑥 ) + (𝑉𝑉𝑏𝑏𝑏𝑏 − 𝐴𝐴𝑥𝑥) (𝑒𝑒

2𝐿𝐿−𝑦𝑦
𝜆𝜆𝑥𝑥 − 𝑒𝑒

𝑦𝑦
𝜆𝜆𝑥𝑥)] . 

(95) 

Based on the 2-D extra potential induced in the channel due 
to SCEs, a semi-analytical expression for the subthreshold drain 
current is derived.  In the subthreshold condition, the diffusion 
current dominates due to weak inversion [62]. For weak 
inversion, the drain current in the subthreshold condition of a 
long channel device can be expressed as: 

𝐼𝐼𝑑𝑑𝑑𝑑,𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔 = 𝑊𝑊
𝐿𝐿 𝑉𝑉𝑇𝑇𝜇𝜇𝑙𝑙𝑄𝑄𝑏𝑏𝑑𝑑 (1 − 𝑒𝑒−𝑉𝑉𝑑𝑑𝑠𝑠

𝑉𝑉𝑇𝑇 ) , (96) 

where 𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑞𝑞𝑛𝑛𝑖𝑖
2

𝑁𝑁𝑖𝑖𝑖𝑖
𝑡𝑡𝑖𝑖𝑖𝑖𝑒𝑒

𝜙𝜙𝑖𝑖
𝑉𝑉𝑇𝑇 is the inversion charge sheet density at 

the source end, and 𝜙𝜙𝑖𝑖 = 𝐴𝐴𝑥𝑥=0 is the surface potential for long 
channel device. The drain current expression for a short-
channel device is obtained by dividing the long channel case by 
correction factor (𝐶𝐶𝐶𝐶). 

𝐼𝐼𝑑𝑑𝑖𝑖,𝑖𝑖ℎ𝑜𝑜𝑜𝑜𝑡𝑡 = 𝑊𝑊
𝐿𝐿

𝑉𝑉𝑇𝑇𝜇𝜇𝑛𝑛𝑄𝑄𝑖𝑖𝑖𝑖
1

𝐶𝐶𝐶𝐶
(1 − 𝑒𝑒−𝑉𝑉𝑑𝑑𝑖𝑖

𝑉𝑉𝑇𝑇 ) , (97) 

where 𝐶𝐶𝐶𝐶 = 1
𝐿𝐿 ∫ 1

𝑡𝑡𝑠𝑠𝑠𝑠
∫ 𝑒𝑒−∆𝜙𝜙(𝑥𝑥,𝑦𝑦)

𝑉𝑉𝑇𝑇 𝑑𝑑𝑥𝑥𝑑𝑑𝑦𝑦𝑡𝑡𝑠𝑠𝑠𝑠
0

𝐿𝐿
0 . Here, the 𝐶𝐶𝐶𝐶 has to be 

calculated numerically and hence the model is not applicable in 
developing a compact model for DG MOSFETs. However, the 
same can be used to properly design new DG MOSFETS 

 
 
Fig. 7. Transfer characteristics (in semi-logarithmic scale) in the subthreshold 
region of short-channel DG MOSFET obtained from solving (97) through the 
numerical method.  
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Fig. 6. The cross-sectional view of a short-channel n-type symmetric DG 
MOSFET along with the geometrical coordinates. 
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because it is rather a semi-analytical model of SCE. Also, 
equation (97) allows extrapolation of various DG device 
specifications. The subthreshold drain current characteristics of 
DG MOSFET shown in Fig. 7 with 𝑊𝑊 = 1µm, 𝑡𝑡𝑠𝑠𝑠𝑠 = 5 nm, 
𝑡𝑡𝑜𝑜𝑜𝑜 = 1 nm, and 𝜇𝜇𝑛𝑛 =500 cm2/Vs for different values of 𝐿𝐿 at 
𝑉𝑉𝑑𝑑𝑠𝑠 = 0.02 V have been implemented using MATLAB. In 
addition, Simpson's one-third method [54] has been employed 
to evaluate the 𝐶𝐶𝐶𝐶. 
 
The MATLAB code to obtain the subthreshold drain 
current characteristics [Fig. 7] 
 
W=1000*10^(-9);                    % Channel width 
tsi=5*10^(-9);                    % Body thickness 
tox=1*10^(-9);              % Gate oxide thickness                                   
Eo=8.85*10^(-12);      %Permittivity of free space 
Eox=3.9*Eo;      %Dielectric permittivity of oxide 
Esi=11.68*Eo;         %________________ of silicon 
Nsi=10^(21);                 % Body doping density 
Nsd=5*(10^25);                 %S/D doping density 
ni=1.45*10^(16);   %Intrinsic charge 
concentration 
L=[10 15 20 30 50]*10^(-9);          % Different// 
                      % channel lengths 
considered 
u=500*10^(-4);             % Mobility of electrons 
K=1.38*10^(-23);              % Boltzmann constant 
T=300;                          % Room temperature 
q=1.6*10^(-19);                % Elementary charge 
VT=(K*T)/q;               % Thermal voltage = 26mV 
Vbi=VT*log(Nsi*Nsd/(ni^2));   % Built-in      
% potential 
Vfb=-VT*log(Nsi/ni);           % Flat band voltage 
Vds=0.02;                % Drain to source voltage 
Vg=0:0.1:0.6;                 % Gate voltage sweep 
Cox=Eox/tox;                   % Oxide capacitance 
%------- Simpson’s 1/3rd method begins--------- % 
h1=((tsi-0)/10);  
x=[0 h1 2*h1 3*h1 4*h1 5*h1 6*h1 7*h1 8*h1 9*h1 
10*h1]; 
for l=1:length(L) 
h2=(L(l)-0)/10; 
y=[0 h2 2*h2 3*h2 4*h2 5*h2 6*h2 7*h2 8*h2 9*h2 
10*h2]; 
 
for k=1:length(Vgs) 
Vg(k)=Vgs(k)-Vfb; 
for j=1:length(y) 
for i=1:length(x) 
xterm(i)=(1+((Eox*x(i))/(Esi*tox))-
((Eox*(x(i)^2))/(Esi*tox*tsi))); 
lambda(i)=sqrt(((Esi*tox*tsi)/(2*Eox))*xterm(i))
; 
delphi(i)=(1/(exp((2*L(l))/lambda(i))-
1))*((Vbi+Vd-Vg(k))*(exp((L(l)+y(j))/lambda(i))  
-exp((L(l)-y(j))/lambda(i)))+(Vbi-
 Vg(k))*(exp((2*L(l)-y(j))/lambda(i))-
exp(y(j)/lambda(i)))); 
 
f(i)=exp(-(delphi(i)/VT)); 
end 

    
I1(j)=(h1/3)*((f(1)+f(11))+4*(f(2)+f(4)+f(6)+f(8
)+f(10))+2*(f(3)+f(5)+f(7)+f(9))); 
End 
    
I2(k)=(h2/3)*((I1(1)+I1(11))+4*(I1(2)+I1(4)+I1(6
)+I1(8))+2*(I1(3)+I1(5)+I1(7)+I1(9))); 
    CF(k)=(1/(tsi*L(l)))*I2(k); 
    phis(k)=(Vgs(k)-Vfb)-((q*Nsi*tsi)/(2*Cox)); 
    
Qis(k)=(q*(ni^2)/Nsi)*tsi*exp((q*phis(k))/(K*T))
; 
Id(l,k)=(W/L(l))*(K*T/q)*u*Qis(k)*(1/CF(k))*(1-
exp((-q*Vd)/(K*T))); 
end 
end 
plot(Vg,log10(Id(1,:)),Vg,log10(Id(2,:)),Vg,log1
0(Id(3,:)),Vg,log10(Id(4,:)),Vg,log10(Id(5,:))); 
xlabel('V_{g} (V)'); 
ylabel('I_{ds} (A)') 
 

The 𝜙𝜙 model (94) is derived based on the solution of 2-D 
Poisson’s equation under the consideration of fixed charge 
density only; hence the model is not valid in strong inversion 
regime. Notable 𝜙𝜙 models [33−35] are derived using the 
superposition method to validate the same in strong inversion 
regime. Validity of any 𝜙𝜙 model in the strong inversion regime 
signifies that the model can depict the variation in electrostatic 
potential characteristics with respect to the change in 𝑉𝑉𝑔𝑔. Hamid 
et al. [33] derived the 𝜙𝜙 model considering only the effect of 
mobile charge density in the 2-D Poisson’s equation. The 
concept of cross-over point [63], which was not put into 
emphasis in  [33], has been  discussed later in the  𝜙𝜙 model 
given Ray and Mahapatra [34]. The 𝜙𝜙 models given by Oh et 
al. [35] and Liang et al. [39] did not consider both fixed as well 
as mobile charge densities, however, Liang et al. [39] derived 
the 𝜙𝜙 model by the scale length method [64]. The 𝜙𝜙 modeling 
scheme including the fixed charge density in the 2-D Poisson’s 
equation has been further extended by Pandey et al. [40] and 
the same was solved through the Green’s function method [65]. 
Despite differences in mathematical equations, the potential 
distribution characteristics generated by the 𝜙𝜙 models in [39] 
and [40] are found to be consistent with each other. 

B. Threshold Voltage Models 
1) Tsormpatzoglou et al. [21]:  
A 𝑉𝑉𝑡𝑡ℎ model in [21] of an undoped symmetrical DG 

MOSFET developed based on the 𝜙𝜙(𝑜𝑜, 𝑦𝑦) model (94) given by 
Tsormpatzoglou et al. [20]. This short-channel 𝑉𝑉𝑡𝑡ℎ model was 
derived by considering only the fixed charge density in 
Poisson’s equation subjected to the condition 𝐿𝐿/𝑡𝑡𝑠𝑠𝑠𝑠 >2. The 
channel position at which the potential along the effective 
conductive path reaches to its minimum value is called virtual 
cathode (𝑦𝑦𝑚𝑚𝑠𝑠𝑛𝑛) , which plays an important role in deriving the 
threshold voltage expression. The explicit expression for 𝑉𝑉𝑡𝑡ℎ is 
given as:  

𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑠𝑠 +  𝐴𝐴𝑉𝑉𝑇𝑇 ln ( 𝑄𝑄𝑡𝑡ℎ
𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖

)  (98) 
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−𝐵𝐵 [𝑉𝑉𝑏𝑏𝑏𝑏 − 𝑉𝑉𝑇𝑇 ln ( 𝑄𝑄𝑡𝑡ℎ
𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖

)]
1
2 [𝑉𝑉𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑑𝑑𝑑𝑑 −

𝑉𝑉𝑇𝑇 ln ( 𝑄𝑄𝑡𝑡ℎ
𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖

)]
1
2  

−𝐶𝐶(2𝑉𝑉𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑑𝑑𝑑𝑑) , 

where 𝐴𝐴 =
(𝑒𝑒

4𝐿𝐿
𝜆𝜆 −2𝑒𝑒

2𝐿𝐿
𝜆𝜆 +1)

(𝑒𝑒
2𝐿𝐿
𝜆𝜆 −1)

4 , 𝐵𝐵 =
2𝑒𝑒

𝐿𝐿
2𝜆𝜆(𝑒𝑒

𝐿𝐿
𝜆𝜆+1)

(𝑒𝑒
2𝐿𝐿
𝜆𝜆 −1)

2 , 𝐶𝐶 =
2(𝑒𝑒

3𝐿𝐿
𝜆𝜆 −2𝑒𝑒

2𝐿𝐿
𝜆𝜆 +𝑒𝑒

𝐿𝐿
𝜆𝜆)

(𝑒𝑒
2𝐿𝐿
𝜆𝜆 −1)

4 . 

𝜆𝜆 is the natural channel length along the effective conductive 

path = √𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
2𝜀𝜀𝑜𝑜𝑜𝑜

(1 + 𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
4𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜

− 𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
16𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜

). For long channel 

device, 𝐴𝐴 =1, and the parameter 𝐵𝐵 and 𝐶𝐶 tend to zero and thus, 
the 𝑉𝑉𝑡𝑡ℎ expression reduces to that of a long-channel DG 
MOSFET: 𝑉𝑉𝑡𝑡ℎ = ∆𝜒𝜒𝑚𝑚𝑑𝑑 + 𝑉𝑉𝑇𝑇 ln ( 𝑄𝑄𝑡𝑡ℎ

𝑛𝑛𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖
) as given by Chen et 

al. [18].  The 𝑄𝑄𝑡𝑡ℎ for long channel DG MOSFET has been 
determined to be about = 3.2×1010cm-2.  Whereas, for a short-
channel device, the 𝑄𝑄𝑡𝑡ℎ is dependent upon the 𝐿𝐿, 𝑡𝑡𝑜𝑜𝑜𝑜, 𝑡𝑡𝑑𝑑𝑏𝑏, and 
𝑉𝑉𝑑𝑑𝑑𝑑 by the relationship: 

𝑄𝑄𝑡𝑡ℎ = 1011 [1 − (5 + 𝑉𝑉𝑑𝑑𝑑𝑑) 𝜆𝜆
2𝐿𝐿]

2
 cm-2. (99) 

C. Drain-Current Models 
1) Tsormpatzoglou et al. [22]:  
In this model, instead of the numerical approach, an 

analytical approach is adopted. Various effects like SCEs, 
series resistance, and CLM are included. Two different 
equations for subthreshold 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝐵𝐵 and strong inversion 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝐼𝐼 
have been combined through interpolation method. The 
detailed derivation of  𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝐼𝐼 is as follows. 

The 𝜙𝜙 model in [16] has been utilized to model the 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝐼𝐼, 
and the model derivation starts from the expression (27), which 
will imply: 

ln 𝛽𝛽
𝑐𝑐𝑜𝑜𝑑𝑑 𝛽𝛽 + 2𝑟𝑟𝑟𝑟 tan 𝑟𝑟 =  

𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− 𝑙𝑙𝑙𝑙 [ 2
𝑡𝑡𝑠𝑠𝑖𝑖

√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

],  
(100) 

ln 𝛽𝛽 sin 𝛽𝛽
cos 𝛽𝛽 sin 𝛽𝛽 + 2𝑟𝑟𝑟𝑟 tan 𝑟𝑟 =  

𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− ln [ 2
𝑡𝑡𝑠𝑠𝑖𝑖

√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

],  
(101) 

ln 𝑟𝑟 tan 𝑟𝑟 − ln sin 𝑟𝑟 + 2𝑟𝑟𝑟𝑟 tan 𝑟𝑟 = 

     𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− ln [ 2
𝑡𝑡𝑠𝑠𝑖𝑖

√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

] , (102) 

Replacing the term “𝑟𝑟 tan 𝑟𝑟” in the 𝑄𝑄𝑏𝑏𝑛𝑛𝑖𝑖(𝑦𝑦) expression 
(67) by 𝑞𝑞𝑏𝑏 (normalized charge density) and substituting in (63) 
will yield the 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 expression as: 

𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) ∫ 4𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞𝑡𝑡𝑠𝑠𝑖𝑖
𝑞𝑞𝑏𝑏𝑑𝑑𝜙𝜙𝐹𝐹

𝑉𝑉𝑑𝑑𝑠𝑠
0  . (103) 

In strong inversion, β → (π/2), implies that (102) reduces 
to: 

ln 𝑟𝑟 tan 𝑟𝑟 + 2𝑟𝑟𝑟𝑟 tan 𝑟𝑟 =  
𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹

2𝑉𝑉𝑇𝑇
− ln [ 2

𝑡𝑡𝑠𝑠𝑖𝑖
√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞2𝑛𝑛𝑖𝑖
].  

(104) 

Substituting 𝑞𝑞𝑏𝑏 in (104): 

ln 𝑞𝑞𝑏𝑏 + 2𝑟𝑟𝑞𝑞𝑏𝑏 = 𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹
2𝑉𝑉𝑇𝑇

− ln [ 2
𝑡𝑡𝑠𝑠𝑖𝑖

√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

] . (105) 

Differentiating (105) with respect to 𝑞𝑞𝑏𝑏 will yield: 𝑑𝑑𝜙𝜙𝐹𝐹 =
−2𝑉𝑉𝑇𝑇[2𝑟𝑟 + (1/𝑞𝑞𝑏𝑏)]𝑑𝑑𝑞𝑞𝑏𝑏. On substituting the 𝑑𝑑𝜙𝜙𝐹𝐹 in (103): 

𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 = −𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) ∫ 4𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞𝑡𝑡𝑠𝑠𝑖𝑖
𝑞𝑞𝑏𝑏2𝑉𝑉𝑇𝑇 (2𝑟𝑟 + 1

𝑞𝑞𝑖𝑖
) 𝑑𝑑𝑞𝑞𝑏𝑏

𝑞𝑞𝑖𝑖𝑑𝑑
𝑞𝑞𝑖𝑖𝑠𝑠

  

       = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑠𝑠𝑖𝑖

𝑡𝑡𝑠𝑠𝑖𝑖
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[2𝑟𝑟 𝑞𝑞𝑖𝑖
2

2 + 𝑞𝑞𝑏𝑏]𝑞𝑞𝑖𝑖𝑑𝑑

𝑞𝑞𝑖𝑖𝑠𝑠
   

 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑠𝑠𝑖𝑖

𝑡𝑡𝑠𝑠𝑖𝑖
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[(𝑞𝑞𝑏𝑏𝑑𝑑 − 𝑞𝑞𝑏𝑏𝑑𝑑) + 𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖

(𝑞𝑞𝑏𝑏𝑑𝑑
2 − 𝑞𝑞𝑏𝑏𝑑𝑑

2 )], 
(106) 

where 𝑞𝑞𝑏𝑏𝑑𝑑, 𝑞𝑞𝑏𝑏𝑑𝑑 are the values of 𝑞𝑞𝑏𝑏 at source (𝜙𝜙𝐹𝐹 = 0) and drain 
(𝜙𝜙𝐹𝐹 = 𝑉𝑉𝑑𝑑𝑑𝑑) ends respectively. The expression for 𝑞𝑞𝑏𝑏 can be 
derived from (105) as: 

 ln [2𝑞𝑞𝑖𝑖
𝑡𝑡𝑠𝑠𝑖𝑖

√2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇
𝑞𝑞2𝑛𝑛𝑖𝑖

] = 𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇 − 2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜

𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
𝑞𝑞𝑏𝑏. (107) 

On rearranging the terms of (107):  

𝑞𝑞𝑏𝑏𝑒𝑒
2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖

𝑞𝑞𝑖𝑖 = 𝑡𝑡𝑠𝑠𝑖𝑖
2 √ 𝑞𝑞2𝑛𝑛𝑖𝑖

2𝜀𝜀𝑠𝑠𝑖𝑖𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹)

2𝑘𝑘𝑏𝑏𝑇𝑇  . (108) 

Multiplying on both sides of (108) by (2𝜀𝜀𝑑𝑑𝑏𝑏𝑡𝑡𝑜𝑜𝑜𝑜/𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑑𝑑𝑏𝑏): 

2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖

𝑞𝑞𝑏𝑏𝑒𝑒
2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖

𝑞𝑞𝑖𝑖 = 𝑞𝑞𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜

√𝑛𝑛𝑖𝑖𝜀𝜀𝑠𝑠𝑖𝑖
2𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇   (109) 

Since, 𝑊𝑊𝑒𝑒𝑊𝑊 = 𝑥𝑥 ⇒ 𝑊𝑊 = Lambert𝑊𝑊(𝑥𝑥), so (109) can be 
transformed using the Lambert𝑊𝑊 function: 

2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖

𝑞𝑞𝑏𝑏 = Lambert𝑊𝑊 [𝑞𝑞𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜

√𝑛𝑛𝑖𝑖𝜀𝜀𝑠𝑠𝑖𝑖
2𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇 ] , 

 

which will imply:  

𝑞𝑞𝑏𝑏 = 𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜

Lambert𝑊𝑊 [𝑞𝑞𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜

√𝑛𝑛𝑖𝑖𝜀𝜀𝑠𝑠𝑖𝑖
2𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇 ] . (110) 

The Lambert𝑊𝑊(𝑥𝑥) function in current expression was first 
introduced by Ortiz-Conde et al. [66]. When the channel is 
lightly doped, i.e. 𝑙𝑙 = (𝑙𝑙𝑏𝑏

2/𝑁𝑁𝑑𝑑𝑏𝑏) and to incorporate threshold 
voltage roll-off effect, ∆𝑉𝑉𝑡𝑡ℎ is introduced in (110): 

𝑞𝑞𝑏𝑏 = 𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜

Lambert𝑊𝑊 [𝑞𝑞𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜

√ 𝑛𝑛𝑖𝑖
2𝜀𝜀𝑠𝑠𝑖𝑖

2𝑘𝑘𝑏𝑏𝑇𝑇𝑁𝑁𝑠𝑠𝑖𝑖
𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑠𝑠+∆𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇 ] . 

(111) 

A compact 𝐼𝐼𝑑𝑑𝑑𝑑 model is obtained by combining the 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 and 
𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆 through interpolation function.  

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 × 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆

(𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆
𝑚𝑚 + 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆

𝑚𝑚 )
1
𝑚𝑚

 (112) 
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where 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (𝜀𝜀𝑜𝑜𝑜𝑜

𝑡𝑡𝑜𝑜𝑜𝑜
) (𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

𝑒𝑒1.8𝑒𝑒
𝑉𝑉𝑔𝑔−𝑉𝑉𝑡𝑡ℎ

𝜂𝜂𝑉𝑉𝑇𝑇 [1 + 𝑒𝑒
−𝑉𝑉𝑑𝑑𝑑𝑑

𝑉𝑉𝑇𝑇 ]  

and 𝑚𝑚 = 1.9 − √1.2𝑉𝑉𝑑𝑑𝑑𝑑 is a parameter that prevents the 
discontinuity in current characteristics at the transition from 
subthreshold to above-threshold region.  

2) Papathanasiou et al. [23]:  
This model is an improvement over the 𝐼𝐼𝑑𝑑𝑑𝑑 model given by 

Tsormpatzoglou et al. [22]. Papathanasiou et al. [23] provided 
only one equation for 𝐼𝐼𝑑𝑑𝑑𝑑 which is valid in all region of 
operation whereas in [22], two equations were combined 
through interpolation function.  The detailed derivation of 𝐼𝐼𝑑𝑑𝑑𝑑 
model is as follows.  

In the subthreshold regime (𝑉𝑉𝑔𝑔 < 𝑉𝑉𝑡𝑡ℎ), 𝑞𝑞𝑖𝑖
2 term in (106) can 

be approximated as zero, i.e. (𝑞𝑞𝑖𝑖
2 ≈ 0) which implies: 𝑞𝑞𝑖𝑖 →

𝐸𝐸𝐸𝐸𝐸𝐸[𝑞𝑞(𝑉𝑉𝑔𝑔 − ∆𝜒𝜒𝑚𝑚𝑑𝑑 + ∆𝑉𝑉𝑡𝑡ℎ − 𝜙𝜙𝐹𝐹)/2𝑘𝑘𝑏𝑏𝑇𝑇]. So, the expression 
(106) reduces to: 

𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑑𝑑𝑠𝑠

𝑡𝑡𝑑𝑑𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[𝑞𝑞𝑠𝑠𝑑𝑑
2𝑟𝑟 − 𝑞𝑞𝑠𝑠𝑑𝑑

2𝑟𝑟 ]  

         = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (4𝜀𝜀𝑜𝑜𝑜𝑜

𝑡𝑡𝑜𝑜𝑜𝑜
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[𝑞𝑞𝑖𝑖𝑑𝑑 − 𝑞𝑞𝑖𝑖𝑑𝑑]. (113) 

The 𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆 can be approximated as [22]:  

𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (𝜀𝜀𝑜𝑜𝑜𝑜

𝑡𝑡𝑜𝑜𝑜𝑜
) (𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

𝑒𝑒0.8[𝑞𝑞𝑖𝑖𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆 − 𝑞𝑞𝑖𝑖𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆],    (114) 

where 𝑞𝑞𝑖𝑖,𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐸𝐸𝐸𝐸𝐸𝐸[𝑞𝑞(𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑡𝑡ℎ + ∆𝑉𝑉𝑡𝑡ℎ − 𝜙𝜙𝐹𝐹)/𝜂𝜂𝑘𝑘𝑏𝑏𝑇𝑇]  and 
𝜂𝜂 = (𝑆𝑆𝑆𝑆/𝑉𝑉𝑇𝑇) ln 10. On dividing the (114) by (113) will yield: 

𝑆𝑆𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆

= 𝑒𝑒0.8

4
𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)
𝜂𝜂𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑−𝜙𝜙𝐹𝐹)

2𝑘𝑘𝑏𝑏𝑇𝑇
  

           = 𝑒𝑒0.8

4
𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)
𝜂𝜂𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹+𝑉𝑉𝑡𝑡ℎ−∆𝜒𝜒𝑚𝑚𝑑𝑑)

2𝑘𝑘𝑏𝑏𝑇𝑇
  

           = 𝑒𝑒0.8

4
𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)
𝜂𝜂𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒

𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)
2𝑘𝑘𝑏𝑏𝑇𝑇

𝑒𝑒
𝑞𝑞(𝑉𝑉𝑡𝑡ℎ−∆𝜒𝜒𝑚𝑚𝑑𝑑)

2𝑘𝑘𝑏𝑏𝑇𝑇
  

           = 𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)

2𝜂𝜂𝑔𝑔𝑒𝑒𝑒𝑒𝑘𝑘𝑏𝑏𝑇𝑇

4
𝑔𝑔0.8𝑒𝑒

𝑞𝑞(𝑉𝑉𝑡𝑡ℎ−∆𝜒𝜒𝑚𝑚𝑑𝑑)
2𝑘𝑘𝑏𝑏𝑇𝑇

 ,  (115) 

where 𝑉𝑉𝑔𝑔𝑒𝑒 = 𝑉𝑉𝑔𝑔 + ∆𝑉𝑉𝑡𝑡ℎ and 𝜂𝜂𝑒𝑒𝑒𝑒𝑒𝑒 = 2−𝜂𝜂
𝜂𝜂 .  

In the paper [23], (115) is expressed as:   

𝑆𝑆𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆

= 𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)

2𝜂𝜂𝑔𝑔𝑒𝑒𝑒𝑒𝑘𝑘𝑏𝑏𝑇𝑇

4
𝑔𝑔0.8𝑒𝑒

𝑞𝑞(𝑉𝑉𝑡𝑡ℎ+∆𝜒𝜒𝑚𝑚𝑑𝑑)
1𝑉𝑉

  (116) 

In this model, only one equation has to be used for both the 
subthreshold and strong inversion regime. So, it is decided to 
investigate the possibility of altering the 𝑧𝑧 parameter of 
Lambert𝑊𝑊(𝑧𝑧) in 𝑞𝑞𝑖𝑖, to accommodate for the change in slope of 
the exponent, at the point where the DG MOSFET is entering 
the subthreshold mode of operation. Considering: 

4
𝑒𝑒0.8 𝑒𝑒

𝑞𝑞(𝑉𝑉𝑡𝑡ℎ+∆𝜒𝜒𝑚𝑚𝑑𝑑)
1𝑉𝑉 = 𝐴𝐴 (from 116), the 𝑞𝑞𝑖𝑖 from (110) is 

transformed into: 

𝑞𝑞𝑖𝑖 = Lambert𝑊𝑊 [𝑞𝑞𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜

√ 𝑛𝑛𝑠𝑠
2𝜀𝜀𝑑𝑑𝑠𝑠

2𝑘𝑘𝑏𝑏𝑇𝑇𝑁𝑁𝑑𝑑𝑠𝑠

𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−∆𝜒𝜒𝑚𝑚𝑑𝑑−𝜙𝜙𝐹𝐹)

2𝑘𝑘𝑏𝑏𝑇𝑇 𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)

2𝜂𝜂𝑔𝑔𝑒𝑒𝑒𝑒𝑘𝑘𝑏𝑏𝑇𝑇

𝐴𝐴+𝑒𝑒
𝑞𝑞(𝑉𝑉𝑔𝑔𝑔𝑔−𝑉𝑉𝑡𝑡ℎ−𝜙𝜙𝐹𝐹)

2𝜂𝜂𝑔𝑔𝑒𝑒𝑒𝑒𝑘𝑘𝑏𝑏𝑇𝑇
]  

In addition, to model the 𝐼𝐼𝑑𝑑𝑑𝑑, a flag 𝑖𝑖𝑖𝑖𝑆𝑆𝐼𝐼 is used, which is =
1 when the device is in strong inversion and = 0 when the 
device is in weak inversion. The 𝑖𝑖𝑖𝑖𝑆𝑆𝐼𝐼 function can be 
implemented by using “tanh” function [41−43], which is 
expressed as: 𝑖𝑖𝑖𝑖𝑆𝑆𝐼𝐼 = 1

2 + tanh[5(𝑉𝑉𝑔𝑔−∆𝑉𝑉𝑡𝑡ℎ)]
2 . Finally the 𝐼𝐼𝑑𝑑𝑑𝑑 model 

is expressed as: 

𝐼𝐼𝑑𝑑𝑑𝑑,𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑛𝑛 (2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑑𝑑𝑠𝑠

𝑡𝑡𝑑𝑑𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[(𝑞𝑞𝑠𝑠𝑑𝑑
2𝑟𝑟 − 𝑞𝑞𝑠𝑠𝑑𝑑

2𝑟𝑟 ) + 𝑖𝑖𝑖𝑖𝑆𝑆𝐼𝐼 ×

                                                              𝑟𝑟 ( 𝑞𝑞𝑠𝑠𝑑𝑑
2

4𝑟𝑟2 − 𝑞𝑞𝑠𝑠𝑑𝑑
2

4𝑟𝑟2)] . 
(117) 

The complete 𝐼𝐼𝑑𝑑𝑑𝑑 model (118) is incorporated with various 
effects like surface roughness scattering, velocity saturation, 
series resistance between drain and source, and CLM (shown at 
the bottom of the page). where 𝜃𝜃 is the mobility attenuation 
factor due to surface roughness scattering,  𝑣𝑣𝑑𝑑𝑠𝑠𝑡𝑡 is the high-field 
electron drift-velocity saturation, 𝑅𝑅𝑑𝑑𝑑𝑑 is the equivalent 
resistance between the source and drain, and 𝐹𝐹𝐶𝐶𝐿𝐿𝐶𝐶 is the CLM 
factor. For channel electric field of 𝐸𝐸𝑦𝑦 =105 Vcm-1 and higher, 
𝑣𝑣𝑑𝑑𝑠𝑠𝑡𝑡 in the channel reaches a value about 𝑣𝑣𝑑𝑑𝑠𝑠𝑡𝑡 =107 cms-1 [67]. 
The empirical relationship of 𝐹𝐹𝐶𝐶𝐿𝐿𝐶𝐶 is: 

𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶 = 1 + (𝜆𝜆
𝐶𝐶
)

𝐴𝐴
( 𝑉𝑉𝑑𝑑𝑖𝑖,𝑒𝑒𝑒𝑒𝑒𝑒

𝑉𝑉𝑔𝑔,𝑒𝑒𝑒𝑒𝑒𝑒−𝑉𝑉𝑡𝑡ℎ
)  (119) 

with 𝐴𝐴 = 1.2 − √𝜆𝜆/𝐶𝐶. In order to avoid a discontinuity at 𝑉𝑉𝑔𝑔 =
𝑉𝑉𝑡𝑡ℎ and 𝑉𝑉𝑑𝑑𝑑𝑑 = 𝑉𝑉𝑔𝑔 − 𝑉𝑉𝑡𝑡ℎ, the smoothing functions: 𝑉𝑉𝑔𝑔,𝑒𝑒𝑒𝑒𝑒𝑒 =
2𝑉𝑉𝑡𝑡ℎ + (𝑉𝑉𝑔𝑔 − 2𝑉𝑉𝑡𝑡ℎ) tanh(𝑉𝑉𝑔𝑔/𝑉𝑉𝑡𝑡ℎ)2

 and 𝑉𝑉𝑑𝑑𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒 =
𝑉𝑉𝑑𝑑𝑑𝑑 tanh (1.5𝑉𝑉𝑑𝑑𝑑𝑑/𝑉𝑉𝑔𝑔,𝑒𝑒𝑒𝑒𝑒𝑒)2

 are introduced. 
The 𝐼𝐼𝑑𝑑𝑑𝑑 models [22,23] are charge based compact model 

since the 𝐼𝐼𝑑𝑑𝑑𝑑 is expressed in terms of charge densities at source 
and drain ends. The short-channel models [20−23] have been 
integrated through Verilog-A code (given in Appendix A) in 
order to implement a DG MOSFET whose parameters are 
specified as: 𝐶𝐶 = 30 nm, 𝑊𝑊 =50 nm, 𝑡𝑡𝑑𝑑𝑖𝑖 =12 nm, 𝑡𝑡𝑜𝑜𝑜𝑜 =1 nm, 
𝑁𝑁𝑑𝑑𝑖𝑖 =1015 cm-3, 𝑁𝑁𝑑𝑑𝑑𝑑 =1020 cm-3, and 𝜇𝜇𝑛𝑛 =500 cm2/Vs. The 
Lambert𝑊𝑊 function has been coded using the algorithm given 
by Morris et al. [68]. Fig. 8 shows the 𝐼𝐼𝑑𝑑𝑑𝑑 characteristics 
observed in Spectre simulator for 𝑉𝑉𝑔𝑔 sweep from 0 to 1.2 V at 
𝑉𝑉𝑑𝑑𝑑𝑑  =1 V. Fig. 8(b) ensures symmetry of the device when the 

  

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜇𝜇𝑛𝑛
1+𝜃𝜃(𝑉𝑉𝑔𝑔−𝑉𝑉𝑡𝑡ℎ)(1+𝜇𝜇𝑛𝑛𝑉𝑉𝑑𝑑𝑑𝑑

𝑣𝑣𝑑𝑑𝑠𝑠𝑡𝑡𝐿𝐿 )+2𝑊𝑊𝐶𝐶𝑜𝑜𝑜𝑜𝜇𝜇𝑛𝑛
𝐿𝐿 𝑅𝑅𝑑𝑑𝑑𝑑(𝑉𝑉𝑔𝑔−𝑉𝑉𝑡𝑡ℎ)

(2𝑊𝑊
𝐿𝐿 ) (2𝜀𝜀𝑑𝑑𝑠𝑠

𝑡𝑡𝑑𝑑𝑠𝑠
) (2𝑘𝑘𝑏𝑏𝑇𝑇

𝑞𝑞 )
2

[(𝑞𝑞𝑖𝑖𝑑𝑑 − 𝑞𝑞𝑖𝑖𝑑𝑑) + 𝑖𝑖𝑖𝑖𝑆𝑆𝐼𝐼 × 𝜀𝜀𝑑𝑑𝑠𝑠𝑡𝑡𝑜𝑜𝑜𝑜
𝜀𝜀𝑜𝑜𝑜𝑜𝑡𝑡𝑑𝑑𝑠𝑠

(𝑞𝑞𝑖𝑖𝑑𝑑
2 − 𝑞𝑞𝑖𝑖𝑑𝑑

2 )] × 𝐹𝐹𝐶𝐶𝐿𝐿𝐶𝐶  (118) 
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polarity of 𝑉𝑉𝑑𝑑𝑑𝑑 is reversed. The transfer and output 
characteristics in Fig. 8 (c−d) are in close agreement with the 
simulation results in [23]. Fig. 9 shows the correlation between 
𝐼𝐼𝑑𝑑𝑑𝑑 models (112) and (118); it is observed that the two different 
equations lead to similar results for the same DG MOSFET 
structure. 

3) Taur et al. [24]:  

This model is an improvement over the 𝐼𝐼𝑑𝑑𝑑𝑑 model [19] by 
considering the effect of lateral electric field on mobile charge 
density which was earlier ignored due to the assumption given 
by the GCA model. This model augments the GCA to produce 
finite output conductance in the saturation region. Addition to 
this, the conventional definition of pinch-off and CLM effects 
in the saturation region has been reinterpreted. Fig. 10 shows 
the comparison TCAD simulation results with the 𝐼𝐼𝑑𝑑𝑑𝑑 
model [19] considering the parameters : 𝐿𝐿 = 100 nm, 
𝑊𝑊 = 1 µm, 𝑡𝑡𝑑𝑑𝑖𝑖 = 4 nm, 𝑡𝑡𝑜𝑜𝑜𝑜 = 2 nm, 𝜀𝜀𝑑𝑑𝑖𝑖 = 𝜀𝜀𝑜𝑜𝑜𝑜 ≈ 11.8𝜀𝜀0, 
𝜇𝜇𝑛𝑛 =200 cm2/(Vs), 𝑁𝑁𝑆𝑆𝑆𝑆 = 1021 cm-3, and 𝑉𝑉0 = 0.33 V. The 
TCAD simulation results [24] in Fig. 10 show that there is no 

pinch-off point in the channel as depicted by GCA model. The 
failure of the GCA model in bulk MOSFETs was previously 
also demonstrated in [69] through the TCAD simulation. The 
pinch-off point is interpreted as the condition in the channel at 
which there is a sign change in the vertical electric field (𝐸𝐸𝑜𝑜) 
occurs or 𝐸𝐸𝑜𝑜 = 0, which has also been suggested earlier in [70] 
(for the bulk MOSFETs only). The CLM in saturation region is 
interpreted as the movement of the point at which the oxide 
electric field becomes zero in the source side. The complete 𝐼𝐼𝑑𝑑𝑑𝑑 
model equation is expressed as: 

𝐼𝐼𝑑𝑑𝑠𝑠
𝜇𝜇𝑛𝑛𝑊𝑊

𝑦𝑦 = 4𝜀𝜀𝑠𝑠𝑠𝑠
𝑡𝑡𝑠𝑠𝑠𝑠

(2𝑘𝑘𝑏𝑏𝑇𝑇𝑞𝑞 )
2
[𝛽𝛽 tan𝛽𝛽 − 𝛽𝛽2

2 + 𝑟𝑟𝛽𝛽2 tan2 𝛽𝛽]|
𝛽𝛽=𝛽𝛽𝑑𝑑

𝛽𝛽𝑠𝑠
  

          −𝐶𝐶𝑜𝑜𝑜𝑜
4 [|𝑉𝑉𝑔𝑔 − 𝑉𝑉0 − 𝑉𝑉| − (𝑉𝑉𝑔𝑔 − 𝑉𝑉0 − 𝑉𝑉)]2   (120) 

         +𝜀𝜀𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠
2 [(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

2
− 𝐸𝐸02] ,  

where 𝐸𝐸0 is the lateral electric field at the source can be 
calculated numerically from the relation: 

  
(a) (b) 

  
(c) (d) 

Fig. 8. Simulation results of short-channel DG MOSFET obtained in Spectre (a) transfer characteristics at 𝑉𝑉𝑑𝑑𝑑𝑑 =1V, (b) transfer characteristics at  𝑉𝑉𝑑𝑑𝑑𝑑 = −1V, 
(c) transfer characteristics for different values of  𝑉𝑉𝑑𝑑𝑑𝑑, (d) output characteristics for different values of  𝑉𝑉𝑔𝑔. 
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𝐸𝐸0 =
𝐼𝐼𝑑𝑑𝑑𝑑

2𝜇𝜇𝑛𝑛𝑊𝑊𝐶𝐶𝑜𝑜𝑜𝑜(𝑉𝑉𝑔𝑔−𝑉𝑉0)
  (121) 

The 𝐼𝐼𝑑𝑑𝑑𝑑 model (121) results are consistence with the TCAD 
simulation results. 

IV. CONCLUSION 

A comprehensive review based on the fundamental issues 
related to electrostatic potential, threshold voltage, and drain 
current formulations of analytic models for symmetric n-type 
DG MOSFETs for long as well as short channel have been 
presented in this paper. Equations for respective models have 
been analysed, and related derivations have been carried out for 
the further application of the models. Moreover, the correlation 
between the models carried out by various researchers has also 
been surveyed and discussed. This review provides an insight 
for understanding the mathematical models and also offers 

knowledge for modeling and designing the increasingly 
important DG MOSFETS. This work can be of interest to 
researchers working in these MOSFETs. 

APPENDIX 

A. Verilog-A Implementation of Short-Channel DG 
MOSFET (n-Type) 
 
// VerilogA for nDGMOS 
`include "constants.vams" 
`include "disciplines.vams" 
module nDGMOS(Vgs,Vdd, Vss); 
input Vgs; 
inout Vdd, Vss; 
 
// Technological Parameters 
electrical Vgs, Vdd, Vss; 
parameter real Eo=8.85e-12; 
parameter real K=1.38e-23; 
parameter real T=300; 
parameter real q=1.6e-19; 
parameter real tsi=12e-9; 
parameter real tox=1e-9; 
parameter real Nsi=1e21; 
parameter real Nsd=1e26; 
parameter real ni=1.45e16; 
parameter real L=30e-9; 
parameter real W=50e-9; 
parameter real u=500e-4; 
parameter real VT=0.0259; 
 
// Model Parameters 
 
real 
Vg,Vd,Vs,Eox,Esi,lambda,Vfb,Vth,Vthlong,delVth,r
,fixed,power,n,nd,A,Vge,Vgeff,Vx,Vdeff,FCLM,num1
, 
den1,qis,num2,den2,qid,isSI,x1,x2,SS; 
 

 
 
Fig. 10. Characteristics of a short-channel DG MOSFET obtained from model 
(93) in comparison with the TCAD simulation results [24]. 
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Fig. 9. Simulation results showing transfer characteristics of a short-channel 
DG MOSFET obtained from models (112) and (118) in (a) linear scale, (b) 
semi-logarithmic scale.  
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// Threshold voltage calculation [𝑉𝑉𝑡𝑡ℎ model(98)]: 
 
analog function real threshold; 
input l; 
real 
Eox,Esi,l,Vfb,Vbi,Vds,lambda,Qth,Q,den,k1,k2,k3; 
begin 
 Eox=3.9*Eo; 
 Esi=11.68*Eo; 
 
//Built-in potential:  
 Vbi=VT*ln(Nsd*Nsi/pow(ni,2)); 
 Vds=0.02; 
 
// Flat-band voltage: 
 Vfb=-VT*ln(Nsi/ni); 
 
// Natural channel length:  
 lambda=sqrt(((Esi*tox*tsi)/(2*Eox))*(1+(E
ox*tsi)/(4*Esi*tox)-(Eox*tsi)/(16*Esi*tox))); 
 
// The Qth (38): 
 Qth=1e15*pow((1-
(5+Vds)*(lambda/(2*l))),2); 
  
 Q=(Qth*Nsi)/(pow(ni,2)*tsi); 
   den=exp(l/lambda)-1; 
   k1=(exp(4*l/lambda)-
2*exp(2*l/lambda)+1)/pow(den,4); 
  
 k2=(2*exp(l/(2*lambda))*(1+exp(l/lambda))
)/pow(den,2); 
 k3=(2*exp(3*l/lambda)-
4*exp(2*l/lambda)+2*exp(l/lambda))/pow(den,4); 
 
 threshold=Vfb+k1*VT*ln(Q)-k2*sqrt((Vbi-
VT*ln(Q))*(Vbi+Vds-VT*ln(Q)))-k3*(2*Vbi+Vds); 
 end 
endfunction 
 
// Subthreshold slope calculation [20]: 
 
analog function real subthreshold; 
input l; 
real Eox,Esi,l,lambda, alpha; 
begin 
Eox=3.9*Eo; 
Esi=11.68*Eo; 
lambda=sqrt(((Esi*tox*tsi)/(2*Eox))*(1+((Eox*tsi
)/(4*Esi*tox))-((Eox*tsi)/(16*Esi*tox)))); 
 alpha=L/(2*lambda); 
 
 subthreshold=VT*ln(10)*((exp(4*alpha)-
1)/(exp(4*alpha)+2*exp(alpha)-2*exp(3*alpha))); 
 end 
endfunction 
 
// 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 function calculation [68]: 
 
analog function real lambertw; 
input x; 
real 
x,z,L1,L2,term1,term2,term3,term4,term5,term6, 
term7,term8,term9,term10,term11; 

begin 
 if(x<8) 
 begin 
 z=x/exp(1); 
 term1=(z*(z-1))/(1+z); 
 term2=(z*pow((z-1),2))/(2*pow((1+z),3)); 
 term3=(pow((z-1),3)*(z-
2*pow(z,2)))/(6*pow((1+z),5)); 
 term4=(z*(6*pow(z,2)-8*z+1)*pow((z-
1),4))/(24*pow((1+z),7)); 
 term5=(z*(24*pow(z,3)-58*pow(z,2)+22*z-
1)*pow((z-1),5))/(120*pow((1+z),9)); 
 term6=(z*(120*pow(z,4)-
444*pow(z,3)+328*pow(z,2)-
52*z+1))/(720*pow((1+z),11)); 
 term7=(z*(720*pow(z,5)-
3708*pow(z,4)+4400*pow(z,3)-1452*pow(z,2)+114*z-
1))/(5040*pow((1+z),13)); 
  
lambertw=z-term1+term2-term3+term4-term5+term6-
term7; 
end 
 else 
 begin 
 L1=ln(x); 
 L2=ln(ln(x)); 
 term8=(L2*(-2+L2))/(2*pow(L1,2)); 
 term9=(L2*(6-
9*L2+2*pow(L2,2)))/(6*pow(L1,3)); 
 term10=(L2*(-12+36*L2-
22*pow(L2,2)+3*pow(L2,3)))/(12*pow(L1,4)); 
 term11=(L2*(60-300*L2+350*pow(L2,2)-
125*pow(L2,3)+12*pow(L2,4)))/(60*pow(L1,5)); 
 
lambertw=L1-
L2+(L2/L1)+term8+term9+term10+term11; 
 end 
 end 
endfunction 
 
//Drain-current calculation [23]: 
analog begin 
Eox=3.9*Eo; 
Esi=11.68*Eo; 
Vg=V(Vgs); 
Vd=V(Vdd); 
Vs=V(Vss); 
Vfb=-VT*ln(Nsi/ni); 
lambda=sqrt(((Esi*tox*tsi)/(2*Eox))*(1+(Eox*tsi)
/(4*Esi*tox)-(Eox*tsi)/(16*Esi*tox))); 
Vth=threshold(L); 
Vthlong=threshold(100e-9); 
delVth=Vth-Vthlong; 
r=(Esi*tox)/(Eox*tsi); 
fixed=((q*tox)/Eox)*sqrt((Esi*pow(ni,2))/(2*K*T*
Nsi)); 
power=1-sqrt(lambda/L);       
SS=subthreshold(L); 
n=SS/(VT*ln(10)); 
nd=n/(2-n); 
A=(4/exp(0.8))*exp((Vth+Vfb)/1); 
Vge=Vg+delVth; 
Vgeff=2*Vth+(Vge-2*Vth)*tanh(pow((Vge/Vth),2)); 
Vx=abs(Vd-Vs); 
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Vdeff=Vx*tanh(pow((1.5*Vx/Vgeff),2)); 
FCLM=1+(pow((lambda/L),power)*(Vdeff/(Vgeff-
Vth))); 
num1=exp((Vg+delVth-Vfb-
Vs)/(2*VT))*exp((Vg+delVth-Vth-Vs)/(2*nd*VT)); 
den1=A+exp((Vg+delVth-Vth-Vs)/(2*nd*VT)); 
x1=fixed*num1/den1; 
 
//Normalized charge density 𝑞𝑞𝑖𝑖𝑖𝑖 and 𝑞𝑞𝑖𝑖𝑖𝑖 [23]: 
qis=lambertw(x1); 
num2=exp((Vg+delVth-Vfb-
Vd)/(2*VT))*exp((Vg+delVth-Vth-Vd)/(2*nd*VT)); 
den2=A+exp((Vg+delVth-Vth-Vd)/(2*nd*VT)); 
x2=fixed*num2/den2; 
qid=lambertw(x2); 
 
//The isSI: 
isSI=(tanh(5*(Vg+delVth-Vth))/2)+0.5; 
 
//The 𝐼𝐼𝑖𝑖𝑖𝑖 model (118): 
I(Vdd,Vss) 
<+((u*2*W/L)*(2*Esi/tsi)*pow((2*VT),2)*((qis/(2*
r))-(qid/(2*r))+isSI*r*(pow((qis/(2*r)),2)-
pow((qid/(2*r)),2))))*FCLM; 
end 
endmodule 
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Abstract—Inexact computing is an attractive concept for 
digital signal processing at the submicron regime. This paper 
proposes 2-bit inexact adder cell and further escalate to 4-bit, and 
8-bit inexact adder and error metrics have been evaluated 
mathematically for such adder cells. The approximated design has 
been proposed through the simplification of the K-Maps, which 
leads to a substantial reduction in the propagation delay as well as 
energy consumption. The proposed design has been verified 
through the Cadence Spectre and performance parameters (such 
as delay, power consumption) have been evaluated through CMOS 
gpdk45 nm technology.  Furthermore, the proposed design has 
been applied to image de-noising application where the 
performance of the images like Peak Signal to Noise Ratio (PSNR), 
Normalized Correlation Coefficient (NCC) and Structural 
Similarity Index (SSIM) has been analyzed through MATLAB, 
which offer the substantial improvement from its counterpart. 
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I. INTRODUCTION 

nexact computing emerged as a promising theory to reduce 
the net energy consumption of integrated circuits(IC) with a 

certain amount of accuracy [1]–[2]. However, the stringent 
accuracy is not required for the applications like image 
processing, stochastic signal processing, digital modulation 
technique such as delta modulation, etc., where propagation 
delay, transistor count, and power consumptions are the premier 

concept to improve the overall efficiency of such systems 
[3]–[4].  

Generally, to realize the hardware  architecture of the delta 
modulation circuitry,  which is an important encoding technique 
in signal processing, requires the circuit component like delta 
adder/subtractors and multipliers [5]–[6]. However, stochastic 
computing, which is based on probability, involves a trade-off 
between accuracy and power, can also be realized through the 
multiplier and adder as a block. For the digital implementation 
of such circuitry researchers are utilizing OR gate instead of 
XOR gate to achieve the efficient circuitry as a result the 
accuracy has been negotiated [7]–[9].  

Moreover, digital signal processors are widely used to 
process the image and video information. Hence, high speed, 
low power circuits with utmost accuracy for such a processor is 
the premier concern for the researchers in the present era [10] – 
[11]. From the last decade, a versatile amount of work [12]–
[19] have been reported so far to show the improvements for 
the performance metrics along-with the accuracy enhancement. 
A research group headed by Zhu proposed an error-tolerant 
adder (ETA) in 2010 [12], and in the same year, lower part OR 
adder (LOA) has been proposed by Mahdiani et al. [13]. 
Moreover, the above-mentioned adders [7]–[8] have been 
applied to the FFT processor and soft computing applications, 
respectively. However, both the applications are the error-
tolerant circuits; thus, error matrices would not be affected so 
much, which are caused by the aforementioned adders. In 2013 
Gupta et al. [14] has designed a low power digital signal 
processing methodology, where they have proposed five 
approximate adder cells (AMA). However, all the 
approximations [9] use a large number of transistors leading to 
increase the circuit complexity. 

Meanwhile, the researcher has optimized the transistor 
count for the design of an inexact adder (AXA) [15] through 
pass transistor logic, which also has been derived from ten 
transistors (10T) precise adder [20]. Without affecting the logic 
(pass transistor), another three different adder cells have been 
proposed by Almurib et al. [16]through the alteration of basic 
gates(InXA).Due to the application of the pass transistor logic, 
transistor count and power consumption has been reduced but 
does not attain the other premiere parameters like accuracy and 
voltage swing. Therefore, to recover this voltage swing issue, a 
pass transistor logic-based inexact adder has been proposed in 
the literature [17], but still, the accuracy has not been resolved 
so far. Dutt et al. have proposed four approximate full adders 
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(AFAs) [18], which reduces the carry propagation chain at the 
cost of minimal error, and further, they have implemented n-bit 
adder using the optimal AFA which is referred as ApproxADD. 
Single bit approximation leads to a poor trade-off between 
power dissipation and accuracy, thereby, researchers [19] has 
proposed three numbers of low power, less delay, and area-
efficient inexact 2-bit adders, and also the design has been 
extended to 16-bit. However, power, area, and delay can also 
be reinvestigated for the betterment of the application prospect.   

In this paper, the gate-level design of 2-bit and 4-bit inexact 
adders (InEMAs) has been proposed. Approximation of such 
adders has been made through the alteration of some bits 
followed by the K-map reduction of the precise adder 
expressions. Furthermore, gate-level optimization has been 
carried out for the reduction of the transistor count. Error 
metrics (error rate, mean error distance, normalized mean error 
distance), circuit matrices functions (power and delay) have 
been analyzed and compared with existing and implemented 
adders. The implemented design has been scaled to 8-bit adder 
for the practical application like image de-noising. With the 
adaptation of the implemented adder cells, peak signal to noise 
ratio (PSNR), Normalized Correlation Coefficient (NCC) and 
Structural Similarity Index (SSIM) has been improved 
significantly for such imaging application.  

The manuscript is organized as follows: (i) Section II gives 
the brief design of 2-bit, 4-bit, and 8-bit inexact adder; (ii) 
Section III shows the analysis of error metrics, power, and delay 
and the comparison with existing approaches; (iii) Section IV 
demonstrates the application of inexact adders for image de-
noising; followed by the conclusion (Section V). 

II. PROPOSED INEXACT ADDER ARCHITECTURES 

Inexact adders can be designed in two methodologies based 
on the input length [21], which are inexact 1-bit adder and 
inexact multi-bit adder. The first methodology leads to less 
area, reduced power consumption, and small delay at the cost 
of diminution in accuracy. However, the second design 
methodology doesn't rely on an approximation of a single bit, 
which allows the researchers to approximate a portion of an n-
bit adder. This results in a significantly low error as compared 
to the adders designed by the first methodology[19]. The sum 
output of such block (multi-bit) is calculated by targeting the 
carry speculation mechanism. This design is based on the idea 
that when two random inputs are added, it rarely generates a 
long carry chain. Thereby, multi-bit approximated adders are 
the usual choice in the present era for the researches. 

II.1 2-Bit Exact Adder 
The 2-bit exact adder cell is designed by cascading two full 

adders for generating the outputs [11]. This design takes 5 input 
combinations (𝐴𝐴1,𝐴𝐴0,𝐵𝐵1,𝐵𝐵0,𝐶𝐶𝐶𝐶𝐶𝐶) and generates 3 outputs 
i.e. 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1𝑆𝑆𝐶𝐶𝑆𝑆1, and 𝑆𝑆𝐶𝐶𝑆𝑆0 which are given by eqn. 1, 2 and 3 
respectively.  

𝑆𝑆𝐶𝐶𝑆𝑆0 = 𝐴𝐴0  𝐵𝐵0  𝐶𝐶𝐶𝐶𝐶𝐶 (1) 
𝑆𝑆𝐶𝐶𝑆𝑆1 = 𝐴𝐴1  𝐵𝐵1  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶0 (2) 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1 = 𝐴𝐴1.𝐵𝐵1 + (𝐴𝐴1  𝐵𝐵1)𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶0 (3) 

Where 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶0 is an intermediate output carry of the first full 
adder (taken from LSB side). To implement a full adder using 
static CMOS logic required 28 transistors, thus to implement 2-
bit adder cell using same logic required 56 transistors. Due to 
the requirement of a large number of transistors, dynamic 
power consumption and node capacitances are increased, which 
leads to a cumulative increase in net energy consumption [10]. 
The output generated carry using the concatenation of two full 
adder cells requires 6 stages for output generation, which 
increases the propagation delay of the overall circuit. 

II.2 2-Bit Inexact Adder 
The proposed design (InEMA-1) has been shown in Fig. 1, 

which has been formulated through the 2-bit exact adder 
equations (1-3). The approximation has been made through the 
following steps: 

 
 

Fig. 1. Block diagram of the Proposed 2-Bit Inexact Adder (InEMA-1) 
 

Step 1: In this Fig. 1 lower significant adder has been 
replaced by an OR gate. In this architecture (Fig. 1), 𝐶𝐶𝐶𝐶𝐶𝐶and 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 have been ignored from the design, which offers the 
reduction of the carry chain from input to output. Therefore, due 
to the absence of 𝐶𝐶𝐶𝐶𝐶𝐶, the first full adder (observation from the 
LSB side) can be replaced by a half adder with only two 
inputs(𝐴𝐴0,𝐵𝐵0). However, to implement the half adder XOR 
and AND gates are required to produce the Sum and Carry, 
respectively.   

Step 2: Basically, in adders, XOR gates tend to contribute 
to high delay, area, and power [17,18]. Therefore, for 
approximating the half-adder, XOR gate of half adder is 
replaced with OR gate (both are having the equivalent outputs 
except for logic high inputs) as given by equation (4). Further, 
the requirement of the number of transistors for the circuit 
implementation is reduced (through the replacement of XOR 
gate with OR gate), which leads in the reduction of the dynamic 
power consumption and node capacitances of the overall 
circuit. 
Sum0 = A0 + B0  (4) 

 
Step 3: Through the assumption, neither 𝐶𝐶𝐶𝐶𝐶𝐶 nor𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 is 

considered; thus, the truth table of a 2-bit adder with 5 inputs 
and 32 possible combinations can be reduced to 4 inputs and 16 
possible combinations, which are shown in Fig. 2. In this Fig. 
(Fig. 2) the exact truth table for 𝑆𝑆𝐶𝐶𝑆𝑆1has been shown, which 
could be approximated through the interchanging of the bits 
marked with the help of arrow (Fig. 2). Through the 
approximation, the equation can be reduced to only an XOR 
gate, which has been given in eqn. 5.  
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Sum1 = A1 ⊕ B1  (5) 
 

 
Fig. 2. K-map of Sum1 of 2-Bit Adder 
 

Step 4: The carry out(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) of the half adder is generated 
by AND gate. Using this concept, as shown in Fig. 1 only AND 
gate is used in the last stage (observation from LSB side) to 
generate 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1, which will be used as a carry-in for the higher 
bit position of exact adder stages. Moreover, an AND gate for 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1 generation gives us only 2 errors in the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1 of the 
proposed 2-bit inexact adder design, which has been shown in 
Table I. In this table (Table I) erroneous output has been noted 
(), and correct output has been indicated by () for the 2-bit 
inexact adder.To implement the same using static CMOS 
technology requires only 24 transistors instead of 56. 

Step 5: It is observed from the Fig.1 that XOR gate and 
AND gate have been generating 𝑆𝑆𝐶𝐶𝑆𝑆1and 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1, respectively. 
By using Boolean algebra, the expression for 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1and 𝑆𝑆𝐶𝐶𝑆𝑆1 
can be altered, which is shown in eqn. 6 and 7. Now, 𝑆𝑆𝐶𝐶𝑆𝑆1 
requires two NOR gates and one AND gate for the 
implementation of this expression and the output of the AND 
gate can be directly taken as 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1. Therefore, Fig. 3(a) shows 
the reduced gate level diagram and Fig. 3(b) shows the 
transistor level diagram of the modified proposed 2-bit inexact 
adder (InEMA-1), where it requires only 20 transistors for the 
implementation rather than 24 transistors (Fig. 1).  

 

𝑆𝑆𝐶𝐶𝑆𝑆1 =  (𝐴𝐴1 + 𝐵𝐵1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + (𝐴𝐴1. 𝐵𝐵1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   (6) 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1 = 𝐴𝐴1. 𝐵𝐵1  (7) 

II.3 4-Bit Inexact Adder 
4-bit inexact adder (InEMA-2) design has been given in Fig. 

4. In this figure (Fig. 4) A [3:0] and B [3:0] are the input 
functions, whereas Cout3 and Sum [3:0] are the required 
outputs. The design has been implemented through the cascade 
combination of two InEMA-1s. One extra AND gate is used in 
the MSB position to generate the carry out (as a carry-in) for 
the next stage (if required). In this design, the intermediate carry 
generation and propagation are also avoided. Therefore, the 
carry chain is avoided to reduce the carry propagation delay of 
the circuit. Furthermore, the number of transistors requirement 
for the implementation of the proposed InEMA-2 can be 
reduced significantly.  

 
(a) 

 
(b) 

Fig. 3 (a) Block diagram of the modified proposed 2-bit inexact adder, (b)  Transistor 
level diagram of the proposed 2-bit inexact adder,  

 

 

Fig.4  Block diagram of proposed 4-bit inexact adder 
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(a) 

 
(b) 

Fig. 5 (a) Transistor level diagram of the proposed 4-bit inexact adder, (b) 
Block diagram of modified proposed 4-bit inexact adder 

 
Similar Boolean expressions (eqn. 6, 7) are also applicable 

for the proposed InEMA-2. As seen from the above diagram (Fig. 
4), Cout3 and Sum3 are generated by AND gate and XOR gate, 
respectively. Furthermore, the transistor count can be reduced by 
a similar fashion like Fig. 3.  Fig. 5(a) and Fig. 5(b) depict the 
resulting transistor level diagram and the block diagram of the 
modified InEMA-2, respectively. 

II.3 8-Bit Inexact Adder 
Fast adders like Carry Look Ahead Adders (CLAs) are 

mostly used in digital systems. However, CLAs require larger 
circuitry and dissipate more power as compared to ripple carry 
adders (RCA). Therefore, 8-bit inexact RCA (InEMA-3) has 
been proposed and shown in Fig. 6. In this Fig. 6, InEMA-2 adder 
cell has been put in the LSB side of the 8-bit inexact adder.  

Inexact computing gives immense opportunity to introduce 
error for an error-resilient application. In binary representation, 
the weight of each bit position is increasing from right to left. So 
as to reduce the error distance (explained in section 3.1) InEMA-
2 replaces four single bit precise full adders in the LSBs of the 
exact 8-bit RCA instead of MSBs. Due to the use of proposed 
inexact adders in 8-bit RCA, it is convincingly reducing transistor 
count and power dissipation. Precise 8-bit RCA requires 224 
transistors (using static CMOS logic  implementation), whereas 
the proposed InEMA-3 requires only 150 transistors using the 
same logic.  

TABLE  I:    TRUTH TABLE OF PROPOSED INEXACT 2-BIT ADDER 

Inputs 2-Bit Exact Adder Output 
For 𝑪𝑪𝑪𝑪𝑪𝑪=0 2-Bit Inexact Adder Output For 𝑪𝑪𝑪𝑪𝑪𝑪=0 

A1 A0 B1 B0 Cin Cout1 Sum1 Sum0 Cout1 Sum1 Sum0 
0 0 0 0 0 0 0 0 0  0  0  
0 0 0 1 0 0 0 1 0  0  1  
0 0 1 0 0 0 1 0 0  1  0  
0 0 1 1 0 0 1 1 0  1  1  
0 1 0 0 0 0 0 1 0  0  1  
0 1 0 1 0 0 1 0 0  0  1  
0 1 1 0 0 0 1 1 0  1  1  
0 1 1 1 0 1 0 0 0  1  1  
1 0 0 0 0 0 1 0 0  1  0  
1 0 0 1 0 0 1 1 0  1  1  
1 0 1 0 0 1 0 0 1  0  0  
1 0 1 1 0 1 0 1 1  0  1  
1 1 0 0 0 0 1 1 0  1  1  
1 1 0 1 0 1 0 0 0  1  1  
1 1 1 0 0 1 0 1 1  0  1  
1 1 1 1 0 1 1 0 1  0  1  
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Fig. 6. Block Diagram of Proposed 8-Bit Inexact RCA using 4-Bit Inexact Adder 

 
III. RESULT AND DISCUSSION 

III.1 Error Analysis 
Gate level design of the proposed adder as well as the reported 

adder so far [13]–[17], [19] has been coded with Matlab for the 
calculation of the error matrices. All the possible input 
combinations between 0 to 2N – 1, where N stands for the number 
of inputs have been considered for the variations, and the output 
has been observed. The output of the inexact adder has been 
compared with the output of the exact adder, and the error metrics 
have been examined. These error matrices can give us an idea 
about the accuracy of the proposed circuit. The following 
performance metrics for error analysis (as defined in [16]) have 
been evaluated for the comparison: 

1. Error Distance (ED):  
For these inexact designs, a metric has been used to evaluate 

the inexactness with respect to the exact result; the so-called error 
distance has been proposed in [23] as a figure of merit for inexact 
computing. For a given input, the error distance (ED)is defined as 
the arithmetic difference between the exact result (E) and the 
inexact result (I). 
𝐸𝐸𝐸𝐸 (𝐸𝐸, 𝐼𝐼) =  | 𝐸𝐸 –  𝐼𝐼 | = |∑ 𝐸𝐸[𝑖𝑖] ∗  2𝑖𝑖 −  ∑ 𝐼𝐼[𝑗𝑗] ∗  2𝑗𝑗𝑗𝑗𝑖𝑖 | (8) 
 
Where i and j are the indices for the bits in E and I, respectively. 

2. Error Rate (ER):  
ER is characterized as the level of incorrect yields among all 

yields. 
𝐸𝐸𝐸𝐸 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑇𝑇𝑜𝑜 𝐸𝐸𝑁𝑁𝑁𝑁𝑇𝑇𝐸𝐸𝑁𝑁𝑇𝑇𝑁𝑁𝐸𝐸 𝑂𝑂𝑁𝑁𝑇𝑇𝑂𝑂𝑁𝑁𝑇𝑇

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑇𝑇𝑜𝑜 𝑂𝑂𝑁𝑁𝑇𝑇𝑂𝑂𝑁𝑁𝑇𝑇𝐸𝐸  𝑋𝑋 100 (9) 

3. Total Error Distance (TED):  
It is the absolute sum of error distance. 

𝑇𝑇𝐸𝐸𝐸𝐸 =  |  𝐸𝐸𝐸𝐸 | (10) 

4. Mean Error Distance (MED):  
MED is the average for a set of outputs. 
 

𝑀𝑀𝐸𝐸𝐸𝐸 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐸𝐸𝑁𝑁𝑁𝑁𝑇𝑇𝑁𝑁 𝐷𝐷𝑖𝑖𝐸𝐸𝑇𝑇𝑇𝑇𝐸𝐸𝐷𝐷𝑁𝑁
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑇𝑇𝑜𝑜 𝑂𝑂𝑁𝑁𝑇𝑇𝑂𝑂𝑁𝑁𝑇𝑇𝐸𝐸 (11) 

5. Normalized Mean Error Distance (NMED):  
NMED is the normalized value of MED. 
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Fig. 7. (a) Error Rate, (b) MED, (c) NMED of proposed& existing inexact 
adders 
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𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚
 (12) 

 
Smax: It is the maximum magnitude of the output value of 

the precise adder. 

III.1.1 Error Analysis of 2-Bit Inexact Adder (InEMA-1) 
In this context, the existing single bit inexact adders [13]–

[17] are concatenated to make 2-bit inexact adder for the error 
analysis with the InEMA-1 adder cell. The error analysis results 
of the InEMA-1 adder cell with other inexact designs are 
provided in Fig. 7. 

 

The error rate of adder cells has been clustered into several 
groups shown in Fig. 7(a). From the Fig. 7(a) it has been 

observed that error rate of the [14], [15], [16], [17] are falls in 
one category (marked in yellow in Fig. 7(a)) which has been 
considered for the comparison. The error rate which is shown 
in blue cluster (Fig. 7(a)) is not considered for comparison due 
to the higher error rate.  The error rate of the proposed InEMA-
1 (marked in red in Fig. 7(a)) has been reduced by ~12.5% 
compared with the best reported architectures [14], [15], [16], 
[17]. 

MED and NMED have been calculated for the existing and 
proposed InEMA-1 adder. As shown in Fig. 7 (b) MED of the 
proposed design (marked in red in Fig. 7(b)) have been reduced 
by 50%from the best-reported architectures[14], [17](marked 
in yellow in Fig. 7(b)) and NMED of the proposed InEMA-1 
(marked in red in Fig. 7(c)) have been reduced by12.5%  from 
the existing best design [13] (marked in yellow in Fig. 7(c)). 
The blue clusters [Fig. 7(b) and 7 (c)] have not considered for 
comparison due to the higher MED and NMED respectively. 

III.1.2 Error Analysis of 4-Bit Inexact Adder (InEMA-2) 
In 4-bit configuration, the error analysis has been performed 

between the proposed InEMA-2 adder and the existing inexact 
adders. Existing 1-bit inexact adders are concatenated to form a 
4-bit inexact adder, and then error analysis is performed in 
MATLAB. Fig. 8 shows the analysis of error metrics between 
the proposed InEMA-2 adders and the cascaded 4-bit inexact 
designs. 

From Fig. 8(a), it has been observed that error rate of [15], 
[16], [17] are falls in one category (marked in yellow in Fig. 
8(a)), which has been considered for the comparison. The error 
rate of the proposed InEMA-2(marked in red in Fig. 8(a)) has 
been shown ~6.5% improvement as compared with the best 
reported architectures[15], [16], [17].   

Similarly, Fig 8 (b, c) has been shown that the proposed 
InEMA-2 (marked in red in Fig. 8(b, c))have an appreciable 
reduction of  MED and NMED over [17](marked in yellow in 
Fig. 8(b, c)) respectively. Like as Fig. 7 the blue clusters cells 
have not considered for comparison due to the higher error 
matrices.  

III.1.3 Error Analysis of 8-Bit Inexact Adder (InEMA-3) 
Four number of exact single bit Full Adders in the LSBs of 

the precise 8-bit RCA is being replaced by the proposed 
InEMA-2 adder cell to form InEMA-3 as discussed in section 
2.4. Existing single bit inexact adders are being concatenated to 
form 4-bit inexact adder. Similarly, four precise single-bit full 
adders in the LSBs of the 8-bit exact RCA are replaced by the 
concatenated 4-bit inexact adders to form 8-bit inexact RCA.  
The simulation for the proposed 8-bit inexact RCA and existing 
8-bit inexact RCAs are presented in this context. The results are 
shown in Fig. 9. 

The error rate of adder cells has been grouped into three 
groups as shown in Fig. 9(a). From the Fig. 9(a) it has been 
observed that error rate of the [15], [16], [17] are falls in one 
category (marked in yellow in Fig. 9(a)) which has been 
considered for the comparison. The error rate of the proposed 
InEMA-3 (marked in red in Fig. 9(a)) has been improved by 
~7.5% as compared with the best reported architectures [15], 
[16], [17]. 
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Fig. 8. (a) ER, (b) MED, (c) NMED of 4-Bit Proposed & Existing Inexact 
Adders 

 



ELECTRONICS, VOL. 24, NO. 1, JUNE 2020 39 

InE
M

A-
3

LO
A 

[13
]

AX
A1

 [1
5]

AX
A2

 [1
5]

AX
A3

 [1
5]

InX
A1

 [1
6]

InX
A2

 [1
6]

InX
A3

 [1
6]

AM
A1

 [1
4]

AM
A2

 [1
4]

AM
A3

 [1
4]

AM
A4

 [1
4]

TG
A1

 [1
7]

TG
A2

 [1
7]

Ap
x-1

 [1
9]

Ap
x-2

 [1
9]

Ap
x-3

 [1
9]

70

75

80

85

90

95

100 8-Bit = 4-Bit Exact + 4-Bit Inexact

Er
ro

r R
ate

 (%
)

8-Bit Inexact Adders

74.00

76.00

80.00

98.00

 
(a) 

InE
M

A-
3

LO
A 

[13
]

AX
A1

 [1
5]

AX
A2

 [1
5]

AX
A3

 [1
5]

InX
A1

 [1
6]

InX
A2

 [1
6]

InX
A3

 [1
6]

AM
A1

 [1
4]

AM
A2

 [1
4]

AM
A3

 [1
4]

AM
A4

 [1
4]

TG
A1

 [1
7]

TG
A2

 [1
7]

Ap
x-1

 [1
9]

Ap
x-2

 [1
9]

Ap
x-3

 [1
9]

90

95

100

105

110

115
8-Bit = 4-Bit Exact + 4-Bit Inexact

M
ea

n E
rr

or
 D

ist
an

ce
 (M

ED
)

8-Bit Inexact Adders

102.0

103.0

104.0

110.0

 
(b) 

InE
MA

-3
LO

A 
[13

]
AX

A1
 [1

5]
AX

A2
 [1

5]
AX

A3
 [1

5]
InX

A1
 [1

6]
InX

A2
 [1

6]
InX

A3
 [1

6]
AM

A1
 [1

4]
AM

A2
 [1

4]
AM

A3
 [1

4]
AM

A4
 [1

4]
TG

A1
 [1

7]
TG

A2
 [1

7]
Ap

x-1
 [1

9]
Ap

x-2
 [1

9]
Ap

x-3
 [1

9]

0.190

0.195

0.200

0.205

0.210

0.215

0.220
8-Bit = 4-Bit Exact + 4-Bit Inexact

No
rm

ali
sed

 M
ea

n E
rro

r D
ist

an
ce 

(N
M

ED
)

8-Bit Inexact Adders

0.2000

0.2020

0.2040

0.2160

 
(c) 

 
Fig. 9. (a) ER, (b) MED, (c) NMED of 8-Bit Proposed & Existing Inexact 
Adders 

 
Similarly, from Fig. 9 (b,c) it has been observed that [13], 

[19] (marked in yellow in Fig. 9(b, c)) has least MED and 
NMED. Thereby, the comparison has been done with the 
proposed InEMA-3 (marked in red in Fig. 9 (b, c)) and observed 
the betterment from its counterpart.  

III.2 Power, Delay and Power Delay Product (PDP) 
Calculation 

Moreover, as a circuit design prospect, the proposed design 
has been implemented in Cadence.  The designs have been 
taken from different references and the same has been 
implemented in the same environment for the fair comparison. 

The circuit parameters like power and delay are extracted in 
Cadence Spectre using gpdk45 nm technology. For the analysis 
of multi-bit approximation, we have to create exact models of 
the existing adder circuits. As discussed in section 3.1.3, the 
proposed InEMA-3 adder cell is utilized for the analysis of 
performance parameters and compared with its counterpart. 
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Fig. 10. (a) Power, (b) Delay, (c) PDP of 8-Bit Proposed & Existing Inexact 
Adders 

Power consumption analysis of the proposed and the existing 
approximate adders has been shown in Fig. 10 (a).  To this 
analysis it has been observed that the reported architecture in 
[13](marked in red in Fig. 10(a)) dissipate least average power 
of 760.6nW followed by the proposed InEMA-3 RCA(marked in 
yellow in Fig. 10 (a)), which consumes an average power of 
912.5nW.  However, the proposed InEMA-3 RCA (marked in 
red in Fig. 10(b)) consuming least propagation delay of 0.355ns 
than other reported work including [13]. It has been observed that 
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the proposed architecture has least propagation delay followed 
by[19] (marked in yellow in Fig. 10 (b)). Furthermore, Fig. 10(c) 
depicted that the proposed InEMA-3 RCA(marked in red in Fig. 
10 (c)) has been shown the lowest PDP (0.279fJ) followed by 
[13] (0.339fJ) (marked in yellow in Fig. 10 (c)). 

IV. APPLICATION OF INEXACT ADDERS IN IMAGE DE-NOISING 
AND IMAGE ADDITION 

The performance of the inexact adder cells can be evaluated 
through image processing applications like image de-noising, 
image compression, image addition, image sharpening, etc. 
Therefore, to check the improvement of the results, the researcher 
have reported in their research [14], [16]–[18]. Researchers in 
[16] has been added Lena and Tulip images to generate a new 
image, where, the inexact adder [14] has been applied. Moreover, 
image sharpening application has been performed in [17], where, 
multiplication operation has been carried out by carry save adder 
followed by RCA. The researchers of  [14], [18] performed 
image compression and decompression with the help discrete 
cosine transformation (DCT) and inverse DCT respectively. The 
hardware realization of such (DCT and IDCT) requires adder. 
The researchers [12], [16] have replaced the reported inexact 
adder [12], [16] to check the effectiveness of the same. In this 
article, the analysis of image de-noising has been carried out in 
depth and image addition figure has been provided for 
comparison. To check the improvement of the proposed inexact 
multi-bit adder, the existing multi-bit inexact adder[19] has been 
considered for the comparison. 

 

 
Fig. 11. 3x3 Kernel for weighted averaging filter 

 
To verify the improvement of the proposed inexact adder 

cell, the image de-noising application has been used. In this task, 
a noisy image has been generated by adding salt and pepper 
noise with a density function of 0.03to the original 128 ×128 size 
Lena image. To remove the noise, a weighted averaging filter of 
3×3 kernel (shown in Fig. 11) has been utilized, which has been 
convolved with the noisy image. 

To perform the convolution operation adders and multipliers 
are required, which can be obtained through the proposed 
inexact adder and exact multiplier [24] respectively. The 16-bit 
precise adder in theconvolution operation has been replaced by 
the proposed InEMA-3 adder. InEMA-3 is an 8-bit adder, which 
has been extended to 16-bit; one 8-bit exact RCA has been added 
to the MSB side of the InEMA-3. Finally, the following 
parameters like peak signal to noise ratio (PSNR), normalized 
correlation coefficient (NCC), structural similarity index 
metric(SSIM): have been evaluated and compared with best-
reported results reported so far [19].  

IV.1 Peak Signal to Noise Ratio (PSNR) 
The peak signal to noise ratio (PSNR),is used as a quality 

metric between two images and mathematical formula of the 
same is shown in eqn. 13, where R is the maximum fluctuation 
in the input image data type and mean square error (MSE) 
represents the cumulative squared error between the original 
image and the reconstructed image. This ratio is used as a 
quality measurement between the original and a reconstructed 
image. The image quality is directly proportional to the value 
of PSNR. Fig. 12 shows the results of the image de-noising 
application which have been carried out through existing [19] 
and proposed adders. The result offers a significant amount of 
improvement in PSNR, which has shown in Fig. 13. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 10𝑙𝑙𝑙𝑙𝑙𝑙10( 𝑅𝑅2
𝑀𝑀𝑀𝑀𝑀𝑀)  (13) 

Proposed Apx-1 [19] Apx-2 [19] Apx-3 [19]
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Fig. 13. PSNR values for the proposed and existing multi-bit adders 

IV.2 Normalized Correlation Coefficient (NCC) 
Normalized Correlation Coefficient (NCC) is also a quality 

metric, used to measure matching of images, where area-based 
spatial filtering technique for correlation has been utilized [25]. 
The mathematical formulation for the same is given in eqn. 14, 

      

Original Image Noisy Image Proposed Apx-1[19] Apx-2 [19] Apx-3 [19] 

Fig. 12. Image De-noising Results 
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Proposed Apx-1 [19] Apx-2 [19] Apx-3 [19]
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Fig. 14. NCC values for the proposed and existing multi-bit adders 

 

where 'A' is the exact image, whereas 'B' is the distorted image, 
complement of A and B is the mean value of the exact and 
distorted images respectively.  

The NCC values for the proposed and existing multi-bit 
adders are shown in Fig. 14. 

𝑁𝑁𝑁𝑁𝑁𝑁 =  ∑ ∑ (𝐴𝐴𝑚𝑚𝑚𝑚−�̅�𝐴)(𝐵𝐵𝑚𝑚𝑚𝑚−�̅�𝐵)𝑚𝑚𝑚𝑚
√(∑ ∑ (𝐴𝐴𝑚𝑚𝑚𝑚−�̅�𝐴)2𝑚𝑚𝑚𝑚 )(∑ ∑ (𝐵𝐵𝑚𝑚𝑚𝑚−�̅�𝐵)2𝑚𝑚𝑚𝑚 )  (14) 

 

 

 

 

 

 

 

 

 

 

IV.3 Structural Similarity Index Metric(SSIM) 
The structural similarity between the two images is deter-

mined by the Structural Similarity Index Metric. The reference 
image should be a non-processed, distortion-free image. The 
processed image might have random noise, or Gaussian noise, 
or salt and pepper noise. The SSIM index is preferred over mean 
squared error (MSE) and PSNR error due to less complex nature. 
The PSNR and MSE are an absolute error based approach, 
whereas the structural similarity index is a perception-based 
approach. The name itself clears that the approach is a structural 
based approach in which each pixel has a dependency on nearby 
pixels. The result of SSIM lies between -1 and 1, if both the 
images are nearly the same, then the SSIM will be near about 1, 
and if the image difference is larger, SSIM might be less than 0. 
The 0 value indicates that there is no structural similarity 
between the two images. 

The SSIM is given by eqn. 15, represented in terms of the 
mean value of the original (µ𝑥𝑥) and distorted signal (µ𝑦𝑦), and the 
standard deviation of the original (𝜎𝜎𝑥𝑥) and distorted signal (𝜎𝜎𝑦𝑦), 
and the simulated result has been given in Fig. 15. 
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              (15) 

 

IV.4 Image Addition 
In this task, Apple and Lena images are considered for the 

image addition. Both the images are of 128x128 sizes. The 
addition operation performed here is pixel by pixel, where each 
of the pixels contains a decimal value in between 0 to 255. This 
decimal value is converted to 8-bit binary and given to the exact 
and inexact 8-bit RCA for addition. The summation result is 
again converted back to decimal. The exact addition and inexact 
addition result has been provided in Fig. 16. 

 

 
Fig. 16. Image Addition Results 

 
V. CONCLUSIONS 

In this manuscript, multi-bit adders viz. 2-bit and 4-bit 
approximation technique has been demonstrated. Moreover, the 
4-bit inexact adder has been utilized in higher dimension adder 
(8-bit inexact) to express the advantages of such reported 
approach. Error metrics and circuit performance parameters 
have been calculated for further applications. Furthermore, in 
application prospect, the reported adder has been utilized in 
image de-noising application and examines the improvement 
from its counterpart. It would be a welcome approach for the 
researcher, to check betterment of the proposed adder cells in 
discrete signal processing applications. 
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Abstract— The Zn1-xAlxO nanorod (NR) were grown on 
ITO substrates by a hydrothermal process. The influences of the 
Al doping concentration on the surface morphology, structural, 
optical, and electrical characteristics of the Zn1-xAlxO NR/ITO 
composite film were investigated in detail. The results indicated 
that characteristics of the Zn1-xAlxO NR/ITO composite film were 
strongly influenced by the Al doping concentration. Furthermore, 
the lowest vertical resistance of the Zn1-xAlxO NR can be obtained 
when x = 0.01 and it strongly reduces when the concentration 
of UV light illumination increases. This reduction follows an 
exponential decay with a decay rate of 4.35. This result shows good 
photoconductivity response of the Zn1-xAlxO NR/ITO composite 
film and its ability to apply for optoelectronic devices material.

Index Terms— Zn1-xAlxO NR/ITO composite film, Al doping, 
Optoelectronic devices.

Original Research Paper
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I. Introduction

ZINC oxide (ZnO) is a II-VI semiconductor with attractive 
characteristics such as a large exciton binding energy of 
60 meV and a wide direct bandgap of 3.37 eV [1]-[3]. In 
application for optoelectronic devices or photocatalytic 
materials, ZnO material is usually fabricated under one 
dimension (1D) nanostructures array [4]-[9]. By applying 
ZnO 1D nanostructure, the performances of solar cell and light 
emitting diode devices were significantly enhanced compared 
to that using ZnO film [10]-[11]. This enhancement in the 
characteristics of these devices was explained due to a higher 
electrical conductibility and larger effective surface area. 
Furthermore, optical, structural, and electrical characteristics of 
the ZnO 1D nanostructures can be also controlled and improved 
by doping with some kind of materials such as silver, copper, 
gallium, cerium, yttrium, and etc [12]-[21]. The red-shift in the 

absorption band of the ZnO nanostructure corresponding to 
improving the absorption of the photocatalysts was achieved 
by silver doping [13]-[14].  Besides that, the cerium doped 
ZnO nanostructure decreased band gap energy from 3.37 eV 
to 3.18eV, decreased size of nanorods, and increased the green 
emission peak in photoluminescence spectra [15]-[16]. In 
addition, Al doped ZnO nanostructures was also enhanced free 
charge carriers resulting in increasing electrical property [22]-
[23]. However, the influences of Al doping concentration on the 
characteristics of Zn1-xAlxO nanostructure fabricated under film 
are still needed further investigation in detail for optoelectronic 
devices applications.

In this work, wurtzite type Zn1-xAlxO NR structures were 
grown on ITO substrates by hydrothermal method (called the 
Zn1-xAlxO NR/ITO composite film). Influences of the Al doping 
concentration on surface morphology, structural, and optical 
characteristics of the Zn1-xAlxO NR/ITO composite film were 
investigated. Furthermore, electrical property of the Zn1-xAlxO 
NR/ITO composite film was also evaluated to find out optimized 
conditions for application in optoelectronic devices fabrication.

II. Experimental Details

The Zn1-xAlxO NR/ITO composite film were fabricated 
as the following processes. The first step, ITO substrates 
were immersed in HCl solution for 10 min to remove organic 
contamination and then cleaned by methanol, and deionized 
water in sequence. The second step, 0.1 M solution of zinc 
acetate dehydrate (Zn(CH3COO)2.2H2O) was spin coated on 
the ITO substrates. After the coating process, the zinc acetate 
dehydrate coated layer on ITO substrates were dried at 150 oC 
for 20 minutes in an oven to evaporate the solvent and remove 
organic residuals and then annealed at 500 oC for 1 h in air 
environment to create a ZnO seed layer on ITO substrates. The 
final step, Zn1-xAlxO NR structures were grown by hydrothermal 
process with x varied from 0 to 0.03. In this process, ITO 
substrates with coated ZnO seed layer and 100 mL solution 
of 20 mM zinc nitrate (Zn(NO3)2.6H2O), 5 mM C6H12N4 and 
Al(NO3)3.9H2O with various molar concentrations of Al3+ (0%, 
1%, 2%, and 3% in comparison with molar concentration of 
Zn2+) were transferred together into Teflon-lined stainless steel 
autoclave and then baked at 80 oC for 2 hours. The growth time, 
growth temperature, zinc nitrate concentration, and volume of 
solution were kept as constants. The obtained the Zn1-xAlxO NR/
ITO composite films after growth processes were ultrasonically 

Characteristics of Zn1-xAlxO NR/ITO Composite 
Films Oriented Application for  

Optoelectronic Devices
Nguyen Dinh Lam

Manuscript received 23 December 2019. Received in revised form 1 March 
2020. Accepted for publication 4 April 2020.

Nguyen Dinh Lam is with the Faculty of Engineering Physiscs and Nano-
technology, VNU-University of Engineering and Technology, Vietnam Nation-
al University, Hanoi, Vietnam (phone: +84-902-233-144; email: lamnd2005@
gmail.com)  

This research is funded b Vietnam National University, Hanoi (VNU) un-
der project number QG.19.20.



ELECTRONICS, VOL. 24, NO. 1, JUNE 202044

cleaned in ethanol and distilled water for 30 min, followed with 
drying treatment at 100 °C for 1 hours in air environment.

X-ray diffraction patterns of the Zn1-xAlxO NR/ITO 
composite film were chartered by an X-Ray Diffractometer 
(XRD) D5000 with CuKα radiation (λ = 1.5406 Å) at room 
temperature. The surface morphology of the composite film was 
observed using a Scanning Electron Microscope (SEM). The 
optical characteristic of the composite films was studied using 
an UV–VIS-NIR spectrophotometer in the wavelength range of 
300-800 nm at room temperature. The electrical property of the 
composite films was measured using home-setup system using 
a Keithley 2000 multimeter and an UV lamp (Hg lamp with a 
UV bandpass filter). 

III. Results And Discussions

SEM images of the Zn1-xAlxO NR/ITO composite films at 
various of the Al doping concentrations were shown in Fig. 
1.The images show that, Zn1-xAlxO NRs were of uniform size 
and have a tendency to become miss oriented perpendicular 
to the surface of the ITO substrate when the Al doping 
concentration increases. Furthermore, the diameter, length, 
and density of the Zn1-xAlxO nanorod were strongly depended 
on the Al doping concentrations. The Zn1-xAlxO NR density 
dependence was extracted and depicted in Fig.2. This result 
indicated that, density of the Zn1-xAlxO nanorod decreases with 
an increasing of the Al doping concentrations and this reduction 
follows an exponential function with the decay rate about 0.8. 
The miss oriented and reduction in Zn1-xAlxO NR density as 
increasing of the Al doping concentrations could be attributed 
to the replacement of bigger Al atoms to Zn position in the 
crystal lattice.

Fig. 1. FE-SEM images of the Zn1-xAlxO NR/ITO composite films

Fig. 2. Zn1-xAlxO NR density versus the Al doping concentration

The crystal structures of Zn1-xAlxO NR/ITO composite 
films were characterized by X-ray Diffractometer as shown in 
Fig.3. All the peaks shown in X-ray diffraction patterns (XRD) 
were sharp and narrow peaks and closely matched to that of 
hexagonal wurtzite ZnO structure. Diffraction peaks related to 
other impurity phases were not observed in the XRD patterns. 
Furthermore, a small variation of interplaner spacing (dhkl) 
of Al doped-ZnO from that of ZnO was also observed which 
implies that aluminum incorporates into ZnO crystal lattice. 
This means that doping would induce distorted crystal lattice 
manifested by the displacement of lattice indices. Moreover, 
the study of the (002) peak intensity also indicated that the 
ZnO nanorod/ITO structure (x = 0; 0.01) has a preferential 
orientation along the c-axis. However, when the Al doping 
concentration increases, this orientation strongly reduces. 
This is entirely satisfaction with the SEM result as shown in 
Fig.1. Furthermore, based on the Scherrer’s formula of [26], 
the crystallite size was calculated where d is the crystallite size, 
λ is the X-ray wavelength (1.54Å), β is the full width at half 
maximum (FWHM), and θ is the diffraction angle.

  
 
 
 
         0.9 
d = –––––– 
        cost   (1)
 

The calculation data indicates that the average grain size 
was slightly smaller as well as increasing of the Al-doping 
amount that might be attributed to the substitution of bigger Al 
atoms at Zn site in the lattice of ZnO [24]-[25].  
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Fig. 3. XRD patterns of the Zn1-xAlxO NR/ITO composite films
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According to the diffraction peaks corresponding to planes 
(1 0 0), (0 0 2), and (1 0 1) the lattice constants were calculated, 
the results were summarized in table 1.

Table I.  The Dimensions Of Zn1-Xalxo Nr Structure

Sample FWHM D(nm) a(nm) c(nm)

0% Al 0.488 17.013 0.325 0.523
1% Al 0.368 27.736 0.325 0.520
2% Al 0.410 20.251 0.324 0.521
3% Al 0.443 18.747 0.324 0.520

The influence of the Al doping concentration on the optical 
characteristics was shown in Fig. 4. The optical transmittance 
of the Zn1-xAlxO NR/ITO composite films was slightly 
depended on  the Al doping concentration (Fig. 4.(a)). This 
can be explained based on the changing of length, density, and 
orientation of Zn1-xAlxO NR. However, the optical transmittance 
of the Zn1-xAlxO NR/ITO composite films with variation in Al 
doping concentrations was still higher 95% in visible region 
with the highest obtained average transmittance of 1% Al 
doping concentration as shown in Fig. 4.(b). For estimating the 
band gap energy (Eg) of the Zn1-xAlxO NR/ITO composite film, 
the first derivative of the optical transmittance spectra versus 
wavelength were calculated and presented in Fig. 4.(c). The 
bandgap energies that correspond to the peaks for all of the 
structures were extracted and depicted in Fig. 4.(d). The result 
indicates that the bandgap energy can be slightly enlarged as the 
higher Al doping concentration. The blue shift of the absorption 
edge might be attributed to an increase of carrier doping 
concentration. The doping increases the carrier concentration, 
when the Zn ions are replaced by Al ions, which may shift the 
Fermi level leading to widening of bandgap and increase in 
transmission which called Burstein–Moss effect [27]-[30].

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Optical characteristics of the Zn1-xAlxO NR/ITO composite films 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 

Fig. 5. Electrical characteristics of the Zn1-xAlxO NR/ITO composite films 

 

Fig. 4. Optical characteristics of the Zn1-xAlxO NR/ITO composite films

For the electrical property investigation, ITO layer was an 
electrode. Another electrode was made by silver paste. The 

I-V characteristics of the Zn1-xAlxO NR/ITO composite film as 
shown in Fig. 5 were measured under dark and illuminated by 
UV lamp. The ohmic and quasi-liner behavior were observed 
in both of dark and under illumination conditions (Fig. 5.(a, 
c)). At a given voltage, the current was strongly influenced 
by the concentration of Al dopant. The highest current was 
obtained when the Al doping concentration was 1% that 
resulting in the lowest resistance as shown in Fig. 5.(b). This 
variation in electrical characteristic of the Zn1-xAlxO NR/ITO 
composite film could be attributed to the dependence of NR 
length, density, and orientation on the Al doping concentration 
[31]-[33]. The I-V characteristics of the Zn0.99Al0.01O NR/ITO 
composite film under UV light illumination were measured to 
find out the photon response of Zn1-xAlxO NR as shown in Fig. 
5.(c). The result indicated that Zn1-xAlxO NR showed the good 
photon response when the UV light concentration changes from 
0 to 30 mW/cm2. The related resistances were also extracted 
from Fig. 5.(c) and replotted in Fig. 5.(d). This indicated that 
the resistance of the Zn1-xAlxO NR reduces when the UV light 
concentration increases and following an exponential decay 
with a decay rate of 4.35. These results indicated that the 
Zn0.99Al0.01O NR shows good photoconductivity response and 
its ability to apply for optoelectronic devices material. 
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Fig. 5. Electrical characteristics of the Zn1-xAlxO NR/ITO composite films 

 

Fig. 5. Electrical characteristics of the Zn1-xAlxO NR/ITO composite films

Based on the NR density as shown in Fig. 2 and electrical 
characteristics as shown in Fig. 5(b) of the Zn1-xAlxO samples, 
the average value of electrical resistance and resistivity of an 
individual Zn1-xAlxO NR could be calculated and summarized 
in Tab. II.

Table II. The Average Value Of Electrical Resistance And Resistivity 
Of An Individual Zn1-Xalxo NR

0% Al 1% Al 2% Al 3% Al

Resistance (x1017Ω) 2.54 0.21 0.43 0.56

Resistivity (Ω.m) 4.25 0.35 0.72 0.92

ELECTRONICS, VOL. 24, NO. 1, JUNE 2020



IV. Conclusion

The influences of the Al doping concentration on the surface 
morphology, structural, optical, and electrical characteristics of 
the Zn1-xAlxO NR/ITO composite films were investigated in 
detail. When the Al doping concentration increases, the density 
and orientation along the c-axis of the Zn1-xAlxO NR were 
decreased, the bandgap energy was slightly enlarged due to the 
Burstein–Moss effect. All the Zn1-xAlxO NR/ITO composite 
film showed a higher 95% in optical transmittance and the 
highest of 98.6% was obtained by 1% Al doping concentration. 
However, the best electrical behavior can be observed by 
the 1% Al doping concentration. This sample also showed 
good photoconductivity response and its ability to apply for 
optoelectronic devices material. 
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Abstract—Schmitt trigger is designed using the single second 
generation Current Controlled Conveyor. The proposed 
configuration utilizes single CCCII and only two externally 
connected resistors and is able to produce dual output square 
wave signal. The topology has the benefit of having a simple 
circuit, offering a large bandwidth and improved slew rate. 
PSPICE simulator using OrCad 16.3 version, 0.35 µm CMOS 
technology is used to verify the design, hysteresis is determined 
and compared with the existing methods available in the 
literature. The proposed configuration is tested using the 
experimental setup involving CFOA (AD844AN) and OTA 
(LM13700). The results have been found satisfactory in both 
simulation and experimental aspect. Montecarlo analysis and 
worstcase analysis are determined to prove the circuit efficiency 
in terms of critical parameters such as resistance with a tolerance 
of 5%. The hysteresis is also determined, that can reduce the 
effect of noise, able to produce exact square wave at the output. 
Schmitt trigger circuits find the applications in the field of Bio 
medical applications, analog signal processing, communication 
systems, waveform generators, pulse width modulators, 
multivibrators, flip-flops and in many other amplifier circuits. 
The basic application of Schmitt trigger is a square wave 
generator. The proposed topology is the best suited for 
monolithic IC fabrication. 
 

Index Terms— CCCII, CFOA, current conveyor, hysteresis, 
OTA, Schmitt trigger. 
 
Original Research Paper 
DOI: 10.7251/ ELS2024047S 

I. INTRODUCTION 

CHMITT and Square waveform generators with contro-
llable frequency are widely used circuits in the fields of 

bio medical applications, instrumentation and measurement 

[1]-[2]. These serve as interfaces for signal processing, as they 
offer better electromagnetic interference immunity, lower 
sensitivity, and has simpler structures compared to harmonic 
oscillators based on a linear positive feedback structure. Due 
to these advantages, many relaxation oscillators have been 
published recently [3]-[11]. The configuration of relaxation 
oscillator habitually consists of a Schmitt trigger and an 
integrator in a closed loop. Designers employed various active 
elements to realize these blocks [5], [8], [9], [12], [13]. 
Initially operational amplifiers were used, followed by 
operational transconductance amplifiers (OTAs), second 
generation current conveyors (CCIIs), differential difference 
current conveyors (DDCCs), current differencing 
transconductance amplifiers (CDTAs), differential voltage 
current conveyor (DVCC), current feedback operational 
amplifiers (CFOAs) etc., were used to realize waveform 
generators [12]-[30]. 

The manuscript presents a novel dual output Schmitt 
trigger with single current controlled conveyor, with only two 
resistances and without any capacitance. This makes the 
circuit attractive for integrated circuit implementation. High-
impedance voltage input is used to get accurate, linear, and 
wideband control of oscillation frequency. High impedance is 
realized due to the impact of intrinsic resistance that is 
controlled by the dc bias current. The topology has CCCII as 
active element which offers the advantages of wider 
bandwidth, high slew rate, better accuracy and high dynamic 
range with low supply voltage as compared to the 
conventional operational amplifiers and other configurations 
available in the literature.  

II.  CURRENT CONVEYOR 

A. Current Mode Circuits 
For the past few decades, analog designers have trusted 

current-mode circuits as an essential part of analog circuits. 
Smith and Sedra had invented the first generation current 
conveyor (CCI), employing bipolar junction transistors [1], 
[2], [7]. It has been preferred over the conventional 
operational amplifiers that were used to realize many 
applications, but CCI has the limitation of low input 
impedance. The modified CCI, called as second generation 
current conveyor (CCII) was introduced by the same duo in 
1970. It has high input impedance and preferred in realizing 
many applications such as oscillators, filters, instrumentation 
amplifiers and many more. Instead, CCII faces the limitation 
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of lack of electronic tunability. CCCII, a series of CCII, is a 
three terminal device with two input ports X and Y and output 
port Z and has the intrinsic resistance at input port X which is 
current controlled. Thus, it has introduced the concept of 
Current Controlled Conveyor (CCCII) [4], [6], [9]. 

B. Second Generation Current Controlled Conveyor 
(CCCII) 

Originally, CCCII is the current mode active structural 
element and possess mixed translinear loop that has 
considerable amount of intrinsic resistance (RB) at the input 
node X. It is varied by tuning the external bias current (IB). 

The ideal characteristics of CCCII, involving the intrinsic 
resistance (RB) is portrayed in the below matrix. 
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Fig. 1. Internal composition of CCCII± 
 
CCCII is a three port device, two input terminals X and Y 

along with an output terminal Z. The device is characterized 
by IY = 0, VX = VY + RB.IX and IZ = ± IX, shown in the matrix 
form in (1). From (1), if the direction of current at input port X 
and output port Z are same, it is called a positive current 
conveyor (CCCII+). If the direction of current is opposite to 
each other then it is a negative current conveyor (CCCII-) [1], 
[2]. The device has an infinite input impedance at terminal Y 
and Z, whereas, the input terminal X has intrinsic resistance RB 
which is altered by the external bias current IB, given as: 
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where gmi is the transconductance of the MOS transistor, 
presuming that both the transistors are matched, gm2 = gm4, 
then: 
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where µ signifies the surface mobility, COX denote the oxide 
capacitance, W and L are the channel width and length of the 
MOS transistors (M2 and M4) respectively. The schematic of 
CCCII is realized with MOS transistors, and shown in Fig. 2. 
The circuit is composed of translinear loop implying that 
transistors M1 to M4, DC biased by using the current mirrors 
M6-M7 and M8-M9. The input current IX is duplicated to 
produce IZ using the current mirrors M10-M11 and M12-M13. 
The current is reflected using additional current mirrors M14-
M19.  

Several applications are presented by applying bias current 
to the CCCII [20]-[34]. Fig. 1 shows the symbol of CCCII.  

 
 
 
 
 
 
 
 

Fig. 2. Symbol of CCCII  
 

III. SCHMITT TRIGGER USING CCCII 

Fig. 3 shows the proposed Schmitt trigger and waveform 
generator involving CCCII as an active device.  

  
 
 
 
 
 
 
 
 
 
 
  

Fig. 3. Proposed dual output Schmitt trigger using CCCII 

The configuration shown in Fig. 3 basically act as a 
comparator with positive feedback. The loop gain βV02, (where 
β=R2/[R2+RB] is the feedback gain) is fed as input to the port Y. 
The input voltage, sinusoidal signal is applied to input port X. 
The input voltage Vin triggers the output V02 whenever it 
exceeds certain voltage levels called upper threshold voltage 
(VUT) and lower threshold voltage (VLT). As long as Vin is less 
than VUT the output remains at +Vsat at output V02. When Vin just 
exceeds VUT, the output regeneratively switches to –Vsat and 
remain at this level as long as Vin is greater than VUT. For V02 = –
Vsat, the feedback gain will be –βV02, when the input voltage Vin 

becomes lesser than VLT, causes V02 to switch from –Vsat  to 
+Vsat. The difference between these two voltages is the 
hysteresis width VH.  

Using nodal analysis and current-voltage characteristics of 
CCCII as specified in (1), the expression for the output 
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voltage can be solved as given below: 
The input current at terminal X is: 

1R
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The input current at terminal Y is: 
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Solving the above equations using (1), the expression for 
VUT and VLT are derived as below: 

The upper threshold voltage is expressed as: 
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The lower threshold voltage is expressed as: 
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Using additional current mirror configuration, square wave 
output with 180º is obtained at output terminal V01. The 
hysteresis voltage shifts in between +Vsat and –Vsat and 
graphically shown in Fig. 4. Hysteresis is indicative of noise 
effect and delay appearing in the output signal. As value is 
lowered, the better would be the performance of the device 
[6]-[9]. 

 
Fig. 4. Hysteresis phenomenon for the proposed circuit Fig. 3 
 

Non-Ideal Analysis  
Taking into consideration of non-idealities of the CCCII, 

the basic equation (1) can be expressed as: 
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where α = 1-ε, |ε| << 1 represents the tracking error of voltage 
and β  =1-δ, |δ| << 1 is the tracking error of current. 

Using the small signal analysis, the voltage transfer gain α 
and current transfer gain β are expressed as:  
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The ideal value of α is unity and for balanced operation in 
the above equation, gm13=gm12 and gm11=gm19, if these 
conditions are applied then β is also unity. 

Including the non-idealities the representation for the 
output voltage is expressed as: 
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Further, the threshold voltage expressions are represented 
by 

The upper threshold voltage is expressed by: 
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The lower threshold voltage by: 
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From the above equations it is clear that the presence of non-
idealities does not effect the performance of the design and the 
effect of non-ideal gains can be ignored. It can be easily verified 
that equations (12) and (13) reduce to equations (6) and (7) as 
expected, for ideal CCCII± when α = 1 and β = 1. 

IV. SIMULATION RESULTS 

The proposed Schmitt trigger in Fig. 3 has been simulated 
using PSPICE simulator. The internal schematic of CCCII was 
realized as specified in Fig. 2 by using 0.35 µm CMOS 
technology. The voltages ±VCC = 2 V and the value of dc 
biased current is IB = 50 µA (RB = 260Ω) along with R1 = 1 
kΩ and R2 =10 kΩ are applied. The input signal frequency is 
2 kHz and signal voltage 5 Vp-p. The distinctive output 
waveforms at the output terminals V01 and V02 are illustrated in 
Fig. 5 and Fig. 6. The theoretical and simulated output 
voltages are matched depending on the upper and lower 
threshold voltages as derived previously. The frequency 
spectrum for the output voltage is shown in Fig. 7, it 
determines the range of frequency and above that the device 
works effectively.  
 

 
Fig. 5. The output waveform for the proposed Schmitt trigger at terminal V01 
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Fig. 6. The output waveform for the proposed Schmitt trigger at terminal V02 

 

 
Fig. 7. Frequency spectrum of proposed Schmitt trigger 

 
Montecarlo simulation is a technique used to measure 

uncertainty in the output signal. It is a technique that produces 
distributions of possible outcome values. The variable 
considered is resistance with a tolerance of 5% and run over 
for 50 iterations. Fig. 8 is the graph representing Montecarlo 
results for the proposed configuration. The mean value and 
standard deviation are 2.0017 and 0.000042 respectively 
which are quite low and suitable for better performance of the 
circuit. Fig. 9 represents the worst-case analysis for the 
proposed configuration. This analysis is used to identify the 
most critical components which will affect the circuit 
performance. It is accomplished by setting all the resistance 
values to their peak tolerance limits which gives the indication 
of the worst case results. For the proposed configuration the 
graph in Fig. 9 represents the least variation of output voltage 
with respect to the 5% variation in the tolerance of the 
resistance of Schmitt trigger circuit.  

 

 
Fig. 8. Histogram for the output signal-1 of the proposed Schmitt trigger 

 
Fig. 9. Worst-case Analysis for the output signal V01 of the proposed Schmitt 
trigger 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Prototype of CCCII using CFOA and OTA 
 

 
Fig.11. Experimental results of the proposed Schmitt trigger at V01 of Fig. 3 
on oscilloscope (Scale X-axis 250 µs/div and Y-axis 2 V/div) 

V.   EXPERIMENTAL RESULTS 

CCCII prototype is implemented using the structure shown 
in Fig. 10 [21]. The hardware implementation of the proposed 
design is done on laboratory bread board with commercially 
available current feedback operational amplifiers (CFOA), IC 
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AD844AN [33] and operational transconductance amplifiers 
(OTA), IC LM31700 [34]. The resultant output waveforms 
are included in Fig. 11 and Fig. 12. The output result shown in 
Fig. 11 is represented by V01, where as for the output indicated 
in Fig. 12 is by V02 for the specifications of R1=1kΩ,  R2 =10 
kΩ, IB=100 μA and input signal frequency of 2 kHz with 2Vp-

p. The experimental results determine that the proposed 
Schmitt trigger is best suited to perform the hysteresis 
operation and is represented graphically in Fig. 13. 

 

 
Fig.12. Experimental results of the proposed Schmitt trigger at V02 of Fig. 3. 
on oscilloscope (Scale X-axis 250 µs/div and Y-axis 2 V/div) 
 

 
Fig. 13. Hysteresis phenomenon for the proposed Schmitt trigger.  

 

The design involving dual output Schmitt trigger is mainly 
focussed on utilizing lesser number of active elements and 
passive components. Many topologies are available in the 
literature on Schmitt triggers and some of the topologies of 
our interest are listed in the comparison Table I. The 
configurations of [4] and [5] utilizes more number of active 
elements whereas, the circuits of [4], [5], [13] and [20] have 
more number of passive components involved in realization. 
The common drawback is that number of active and passive 
elements occupies more area and thereby large power 
consumption. Usually, these types of topologies are less 
preferred for IC fabrication. The structure of [22] has the 
advantage of having a single active device with no resistors. It 
suffers from certain drawback by having 28 MOS Transistors 
for its realization and able to produce single output. Whereas, 
the proposed configuration finds the advantage of utilizing 
single CCCII along with only two resistors for realization and 
is able to produce dual outputs. It can be applied as waveform 
generator, pulse width modulator, multivibrators e.t.c. It can 
also be utilized in realizing many electronic circuits. It is also 
well suited for IC fabrication. 

VI. CONCLUSION 

In this manuscript, a current mode dual output Schmitt 
trigger topology using CCCII is presented. The circuit has 
only two resistors and a CCCII as an active element, which is 
more advantageous for IC fabrication. Simulation results 
verifying theoretical analysis are included along with 
frequency spectrum. Montecarlo analysis and worst-case 
analysis are determined. Hardware results of the proposed 
design are obtained which are in similarity with the software 
results. The comparative analysis of the proposed topology is 
made with the existing methods. The reported topology has 
simple structure that requires less active and passive 
components, thereby, less area and offers low power 
dissipation than the other similar technologies. 
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Under the option EDIT select PASTE SPECIAL. A dialog 
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If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome). 

Photographs and grayscale figures should be prepared with 
300 dpi resolution and saved with no compression, 8 bits per 
pixel (grayscale).

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures less 
than one column wide, as extreme enlargements may distort 
your images and result in poor reproduction. Therefore, it is 
better if the image is slightly larger, as a minor reduction in size 
should not have an adverse affect the quality of the image. 

III. Math

If you are using Word, use either the Microsoft Equation 
Editor or the MathType add-on (http://www.mathtype.com) for 
equations in your paper (Insert | Object | Create New | Microsoft 
Equation or MathType Equation). “Float over text” should not 
be selected. 

IV. Units

Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
units (in parentheses). This applies to papers in data storage. 
For example, write “15 Gb/cm2 (100 Gb/in2).” An exception 

is when English units are used as identifiers in trade, such as 
“3½-in disk drive.” Avoid combining SI and CGS units, such 
as current in amperes and magnetic field in oersteds. This 
often leads to confusion because equations do not balance 
dimensionally. If you must use mixed units, clearly state the 
units for each quantity in an equation.

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux density 
B or magnetic field strength symbolized as µ0H. Use the center 
dot to separate compound units, e.g., “A·m2.”

V. Helpful Hints

A. Figures and Tables
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and bottom 
of each column. In fact, all figures, figure captions, and tables 
can be at the end of the paper. Large figures and tables may span 
both columns. Place figure captions below the figures; place 
table titles above the tables. If your figure has two parts, include 
the labels “(a)” and “(b)” as part of the artwork. Please verify 
that the figures and tables you mention in the text actually exist. 
Please do not include captions as part of the figures. Do 
not put captions in “text boxes” linked to the figures. Do 
not put borders around the outside of your figures. Use the 
abbreviation “Fig.” even at the beginning of a sentence. Do not 
abbreviate “Table.” Tables are numbered with Roman numerals. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is 
abbreviated. There is a period after the figure number, followed by two spaces. 
It is good practice to explain the significance of the figure in the caption.

TABLE I
Units for Magnetic Properties

Vertical lines are optional in tables. Statements that serve as captions for the 
entire table do not need footnote letters. 
aGaussian units are the same as cgs emu for magnetostatics; Mx = maxwell, G 
= gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = tesla, m = meter, 
A = ampere, J = joule, kg = kilogram, H = henry.
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Under the option EDIT select PASTE SPECIAL. A dialog 
box will open, select paste picture, then click OK. Your figure 
should now be in the Word Document. 

If you are preparing images in TIFF, EPS, or PS format, 
note the following. High-contrast line figures and tables 
should be prepared with 600 dpi resolution and saved with no 
compression, 1 bit per pixel (monochrome).  

Photographs and grayscale figures should be prepared with 
300 dpi resolution and saved with no compression, 8 bits per 
pixel (grayscale). 

Most charts graphs and tables are one column wide (3 1/2 
inches or 21 picas) or two-column width (7 1/16 inches, 43 
picas wide). We recommend that you avoid sizing figures less 
than one column wide, as extreme enlargements may distort 
your images and result in poor reproduction. Therefore, it is 
better if the image is slightly larger, as a minor reduction in 
size should not have an adverse affect the quality of the 
image.  

III. MATH

If you are using Word, use either the Microsoft Equation 
Editor or the MathType add-on (http://www.mathtype.com) 
for equations in your paper (Insert | Object | Create New | 
Microsoft Equation or MathType Equation). “Float over text” 
should not be selected.

IV. UNITS

Use either SI (MKS) or CGS as primary units. (SI units are 
strongly encouraged.) English units may be used as secondary 
units (in parentheses). This applies to papers in data 
storage. For example, write “15 Gb/cm2 (100 Gb/in2).” An 
exception is when English units are used as identifiers in 
trade, such as “3½-in disk drive.” Avoid combining SI and 

CGS units, such as current in amperes and magnetic field in 
oersteds. This often leads to confusion because equations do 
not balance dimensionally. If you must use mixed units, 
clearly state the units for each quantity in an equation. 

The SI unit for magnetic field strength H is A/m. However, 
if you wish to use units of T, either refer to magnetic flux 
density B or magnetic field strength symbolized as µ0H. Use 
the center dot to separate compound units, e.g., “A·m2.”

TABLE I
UNITS FOR MAGNETIC PROPERTIES

Symbol Quantity Conversion from Gaussian and 
CGS EMU to SI a

Φ magnetic flux 1 Mx → 10−8 Wb = 10−8 V·s 
B magnetic flux density,  

  magnetic induction 
1 G → 10−4 T = 10−4 Wb/m2

H magnetic field strength 1 Oe → 103/(4π) A/m 
m magnetic moment 1 erg/G = 1 emu  

→ 10−3 A·m2 = 10−3 J/T 
M magnetization 1 erg/(G·cm3) = 1 emu/cm3

→ 103 A/m 
4πM magnetization 1 G → 103/(4π) A/m 
σ specific magnetization 1 erg/(G·g) = 1 emu/g → 1 A·m2/kg
j magnetic dipole  

  moment 
1 erg/G = 1 emu  
→ 4π × 10−10 Wb·m 

J magnetic polarization 1 erg/(G·cm3) = 1 emu/cm3

→ 4π × 10−4 T 
χ, κ susceptibility 1 → 4π
χρ mass susceptibility 1 cm3/g → 4π × 10−3 m3/kg
μ permeability 1 → 4π × 10−7 H/m  

  = 4π × 10−7 Wb/(A·m) 
μr relative permeability μ → μr

w, W energy density 1 erg/cm3 → 10−1 J/m3

N, D demagnetizing factor 1 → 1/(4π)

Vertical lines are optional in tables. Statements that serve as captions for 
the entire table do not need footnote letters.  

aGaussian units are the same as cgs emu for magnetostatics; Mx = 
maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 
tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is
abbreviated. There is a period after the figure number, followed by two
spaces. It is good practice to explain the significance of the figure in the
caption.

V. HELPFUL HINTS

A. Figures and Tables 
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and 
bottom of each column. In fact, all figures, figure captions, 
and tables can be at the end of the paper. Large figures and 
tables may span both columns. Place figure captions below the 
figures; place table titles above the tables. If your figure has 
two parts, include the labels “(a)” and “(b)” as part of the 
artwork. Please verify that the figures and tables you mention 
in the text actually exist. Please do not include captions as 
part of the figures. Do not put captions in “text boxes” 
linked to the figures. Do not put borders around the 
outside of your figures. Use the abbreviation “Fig.” even at 
the beginning of a sentence. Do not abbreviate “Table.” 
Tables are numbered with Roman numerals.  

Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 



Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures.

Figure axis labels are often a source of confusion. Use 
words rather than symbols. As an example, write the quantity 
“Magnetization,” or “Magnetization M,” not just “M.” Put units 
in parentheses. Do not label axes only with units. As in Fig. 1, 
for example, write “Magnetization (A/m)” or “Magnetization 
(A ⋅m-1),” not just “A/m.” Do not label axes with a ratio of 
quantities and units. For example, write “Temperature (K),” not 
“Temperature/K.” 

Multipliers can be especially confusing. Write 
“Magnetization (kA/m)” or “Magnetization (103 A/m).” Do not 
write “Magnetization (A/m) x 1000” because the reader would 
not know whether the top axis label in Fig. 1 meant 16000 A/m 
or 0.016 A/m. Figure labels should be legible, approximately 8 
to 12 point type.

B. References
Number citations consecutively in square brackets [1]. 

The sentence punctuation follows the brackets [2]. Multiple 
references [2], [3] are each numbered with separate brackets 
[1]–[3]. When citing a section in a book, please give the relevant 
page numbers [2]. In sentences, refer simply to the reference 
number, as in [3]. Do not use “Ref. [3]” or “reference [3]” 
except at the beginning of a sentence: “Reference [3] shows ... 
.” Please do not use automatic endnotes in Word, rather, type 
the reference list at the end of the paper using the “References” 
style.

Number footnotes separately in superscripts (Insert | 
Footnote).1 Place the actual footnote at the bottom of the 
column in which it is cited; do not put footnotes in the reference 
list (endnotes). Use letters for table footnotes (see Table I). 

Please note that the references at the end of this document 
are in the preferred referencing style. Give all authors’ names; 
do not use “et al.” unless there are six authors or more. Use 
a space after authors’ initials. Papers that have not been 
published should be cited as “unpublished” [4]. Papers that 
have been accepted for publication, but not yet specified for an 
issue should be cited as “to be published” [5]. Papers that have 
been submitted for publication should be cited as “submitted 
for publication” [6]. Please give affiliations and addresses for 
private communications [7].

Capitalize only the first word in a paper title, except for 
proper nouns and element symbols. For papers published 
in translation journals, please give the English citation first, 
followed by the original foreign-language citation [8]. All 
references must be written in Roman alphabet.

C. Abbreviations and Acronyms
Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined in the 

1 It is recommended that footnotes be avoided (except for the unnumbered 
footnote with the receipt date and authors’ affiliations on the first page). Instead, 
try to integrate the footnote information into the text.

abstract. Abbreviations such as IEEE, SI, ac, and dc do not have 
to be defined. Abbreviations that incorporate periods should 
not have spaces: write “C.N.R.S.,” not “C. N. R. S.” Do not 
use abbreviations in the title unless they are unavoidable (for 
example, “IEEE” in the title of this article).

D. Equations
Number equations consecutively with equation numbers 

in parentheses flush with the right margin, as in (1). First 
use the equation editor to create the equation. Then select 
the “Equation” markup style. Press the tab key and write the 
equation number in parentheses. To make your equations more 
compact, you may use the solidus ( / ), the exp function, or 
appropriate exponents. Use parentheses to avoid ambiguities 
in denominators. Punctuate equations when they are part of a 
sentence, as in
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Be sure that the symbols in your equation have been defined 
before the equation appears or immediately following. Italicize 
symbols (T might refer to temperature, but T is the unit tesla). 
Refer to “(1),” not “Eq. (1)” or “equation (1),” except at the 
beginning of a sentence: “Equation (1) is ... .”

E. Other Recommendations
Use one space after periods and colons. Hyphenate complex 

modifiers: “zero-field-cooled magnetization.” Avoid dangling 
participles, such as, “Using (1), the potential was calculated.” [It 
is not clear who or what used (1).] Write instead, “The potential 
was calculated by using (1),” or “Using (1), we calculated the 
potential.”

Use a zero before decimal points: “0.25,” not “.25.” Use 
“cm3,” not “cc.” Indicate sample dimensions as “0.1 cm x 0.2 
cm,” not “0.1 x 0.2 cm2.” The abbreviation for “seconds” is “s,” 
not “sec.” Do not mix complete spellings and abbreviations of 
units: use “Wb/m2” or “webers per square meter,” not “webers/
m2.” When expressing a range of values, write “7 to 9” or “7-9,” 
not “7~9.”

A parenthetical statement at the end of a sentence is 
punctuated outside of the closing parenthesis (like this). (A 
parenthetical sentence is punctuated within the parentheses.) In 
American English, periods and commas are within quotation 
marks, like “this period.” Other punctuation is “outside”! Avoid 
contractions; for example, write “do not” instead of “don’t.” 
The serial comma is preferred: “A, B, and C” instead of “A, B 
and C.”

If you wish, you may write in the first person singular 
or plural and use the active voice (“I observed that ...” or 
“We observed that ...” instead of “It was observed that ...”). 
Remember to check spelling. If your native language is not 
English, please get a native English-speaking colleague to 
carefully proofread your paper.



VI. Some Common Mistakes
The word “data” is plural, not singular. The subscript for 

the permeability of vacuum µ0 is zero, not a lowercase letter 
“o.” The term for residual magnetization is “remanence”; the 
adjective is “remanent”; do not write “remnance” or “remnant.” 
Use the word “micrometer” instead of “micron.” A graph within 
a graph is an “inset,” not an “insert.” The word “alternatively” 
is preferred to the word “alternately” (unless you really mean 
something that alternates). Use the word “whereas” instead 
of “while” (unless you are referring to simultaneous events). 
Do not use the word “essentially” to mean “approximately” 
or “effectively.” Do not use the word “issue” as a euphemism 
for “problem.” When compositions are not specified, separate 
chemical symbols by en-dashes; for example, “NiMn” indicates 
the intermetallic compound Ni0.5Mn0.5 whereas “Ni–Mn” 
indicates an alloy of some composition NixMn1-x.

Be aware of the different meanings of the homophones 
“affect” (usually a verb) and “effect” (usually a noun), 
“complement” and “compliment,” “discreet” and “discrete,” 
“principal” (e.g., “principal investigator”) and “principle” (e.g., 
“principle of measurement”). Do not confuse “imply” and 
“infer.” 

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 
are not independent words; they should be joined to the words 
they modify, usually without a hyphen. There is no period after 
the “et” in the Latin abbreviation “et al.” (it is also italicized). 
The abbreviation “i.e.,” means “that is,” and the abbreviation 
“e.g.,” means “for example” (these abbreviations are not 
italicized).

An excellent style manual and source of information for 
science writers is [9].

VII. Editorial Policy
Each manuscript submitted is subjected to the following 

review procedure:
•	 It is reviewed by the editor for general suitability for this 

publication
•	 If it is judged suitable, two reviewers are selected and a 

single-blinded review process takes place
•	 Based on the recommendations of the reviewers, the 

editor then decides whether the particular paper should 
be accepted as is, revised or rejected.

Do not submit a paper you have submitted or published 
elsewhere. Do not publish “preliminary” data or results. The 
submitting author is responsible for obtaining agreement of 
all coauthors and any consent required from sponsors before 
submitting a paper. It is the obligation of the authors to cite 
relevant prior work.

Every paper submitted to “Electronics” journal are single-
blind reviewed. For conference-related papers, the decision to 
accept or reject a paper is made by the conference editors and 
publications committee; the recommendations of the referees 
are advisory only. Undecipherable English is a valid reason for 
rejection.

VIII. Publication Principles

The contents of “Electronics” are peer-reviewed and 
archival. The “Electronics” publishes scholarly articles of 
archival value as well as tutorial expositions and critical reviews 
of classical subjects and topics of current interest. 

Authors should consider the following points:
1) Technical papers submitted for publication must advance 

the state of knowledge and must cite relevant prior work. 
2) The length of a submitted paper should be commensurate 

with the importance, or appropriate to the complexity, 
of the work. For example, an obvious extension of 
previously published work might not be appropriate for 
publication or might be adequately treated in just a few 
pages.

3) Authors must convince both peer reviewers and the 
editors of the scientific and technical merit of a paper; 
the standards of proof are higher when extraordinary or 
unexpected results are reported. 

4) Because replication is required for scientific progress, 
papers submitted for publication must provide sufficient 
information to allow readers to perform similar 
experiments or calculations and use the reported results. 
Although not everything need be disclosed, a paper must 
contain new, useable, and fully described information. 
For example, a specimen’s chemical composition need 
not be reported if the main purpose of a paper is to 
introduce a new measurement technique. Authors should 
expect to be challenged by reviewers if the results are 
not supported by adequate data and critical details.

5) Papers that describe ongoing work or announce the 
latest technical achievement, which are suitable for 
presentation at a professional conference, may not be 
appropriate for publication in “Electronics”.

IX. Conclusion

A conclusion section is not required. Although a conclusion 
may review the main points of the paper, do not replicate the 
abstract as the conclusion. A conclusion might elaborate on the 
importance of the work or suggest applications and extensions. 
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